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Abstract. We propose an inference method for complex professional
texts with computational expressions. We use the expert rules to locate
and rewrite the expressions. We adopt the pre-trained language model
as the initial model and select the high quality samples from historical
dataset for pre-training the model. The positive samples in the prompt
are retrieved from the high-quality data that are similar to the inferred
instance and the negative ones are generated by expert rules. For the
target task, we fine-tune the model with the given few samples. Exper-
imental results show that the performance of this method outperforms
baselines and is applicable to low-resource scenarios.
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1 Introduction

Short text review is the practical application of text inference, which evaluates
students’ texts based on the given reference. In many specialty exams, there often
exist computational expressions in text, such as the example in Figure 1, where
the numbers and symbols contain the special meanings, that exceed the under-
standing capabilities of the traditional language models. Thus it is a challenge
to infer this kind of professional texts with computational expressions.

Previous research has focused on inferring texts based on the human-labelled
datasets by using the pre-trained language models [1, 2]. For example, Gao et
al. compute the similarities between text features and manually set a similarity
threshold for text inference [3]. Herasymovych et al. use reinforcement learning
to learn the similarity threshold [4]. Sarkar et al. concatenate, align, or apply
the mutual attention on features for inference and classification [5]. Compared to
the above neural networks, tree-based classifiers offer better interpretability [6].

With the emergence of large language models (LLM for short), there is an
increasing trend of applying these models to text inference tasks. Users can
directly infer texts without any task-specific model training [7]. But this kind
of approaches do not work well on the professional texts with computational
expressions [8].
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Fig. 1: Examples of Professional Texts with Computational Expressions.

To solve the computational expression problem, some approaches adopt the
chain of thought [9] to assist the model step-by-step reasoning. For example,
Kojima et al. incorporate the prompt with prefix "let’s think step by step" for
LLMs [10]. Wang et al. [11] generate multiple computational paths to derive the
results and aggregate them through voting, which improves the model accuracy.
Lightman et al. [12] propose an automatic verification method for correcting the
reasoning results. Sanh et al. also demonstrate that the quality of prompts sig-
nificantly influences the model performance [13]. The computational expression
and text inference are often studied independently, the above methods focus on
the reasoning of computational expressions, and do not pay attention to text
inference.

In this paper, we propose a method for inferring complex professional texts
with computational expressions. We adopt the pre-trained language model as
the initial model and select the high quality samples from historical dataset for
pre-training the initial model. The positive samples in the prompt are retrieved
from the high-quality data that are similar to the inferred instance and the
negative ones are generated by expert rules. For the target task, we fine-tune
the pre-trained model with the given few samples.

Experimental results on the real educational examination review data show
that our method outperforms other methods in terms of performance. Even un-
der low-resource scenarios, it achieves satisfactory results, meeting the require-
ments of practical applications.

2 Method

The proposed method consists of three main parts: rule guided data augmenta-
tion (2.1), pre-training (2.2) and fine-tuning (2.3) the inference model, as shown
in Figure 2. Details are given below.

2.1 Rules Guided Data Augmentation

Recognize expressions from text. Computational expressions consist of numbers
and arithmetic operators, which have special meanings that are distinct from
usual texts and have significant impacts on the text semantics. So we adopt the
expert rules to recognize these computational expressions in texts. For example,
the rule (? : d ∗ .? d + [+ − /]) + d .? d+ locates the expressions containing
numbers, decimal points, and basic arithmetic operators.
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Fig. 2: The Proposed Method

Rewrite the expressions with the unified markup language. We design the unified
computation markup language (UML for short) to rewrite the recognized texts.
For example, the special tokens [s_i_t] and [e_i_t] are added to both sides
of an expression to emphasize the integer arithmetics, while the special tokens
[s_f_t] and [e_f_t] are used to emphasize float the arithmetics.

Since in the student’s texts, the same calculation process may be expressed by
different forms, another function of the unified computational markup language
is to align them with each others. For example, these expressions 600 ∗ 0.01 = 6,
600∗1% = 6 and 600/100 = 6 are with the same meanings. The unified expression
can reduce the difficulty for inferring the meaning of expressions.

Construct the negative samples for a given correct expression. Computational
expressions have a decisive impact on the semantics of the text. To make the
model understand the meaning of different calculation processes, we design neg-
ative sample strategy to generate multiple negative samples for each correct
computational expressions. For each positive samples, we rewrite the calculation
process of an expression by changing some values and symbols. For example,
600 ∗ 0.01 = 6 can be rewritten as 600 ∗ 0.01 = 7 and 600 + 0.01 = 6. By this,
the diversity of computing process is enriched.

2.2 Pre-training the Text Inference Model with Historical Data

We adopt the historical data for data augmentation, as discussed in Sec.2.1.
Then we construct the prompts with these data.

Prompt Construction. We design the prompt template T (x,D, r, y) to construc-
tion the model inputs, where x means a student’s text, D means demonstrations
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that are similar to x. r and y mean the reference text and review results corre-
sponding to x, respectively.

The construction steps are given as follows:

1. The high quality samples E: for the augmented dataset, the samples are
grouped by labels. After encoding texts, we use k−means to cluster sample
in each group. We select the center sample as the high quality sample and
add it to E.

2. The training samples X: we remove the high quality samples from the aug-
mented samples. The rest of the samples constitute the training samples
X.

3. The similar demonstrations D: for each x ∈ X, we select the closest sample
in each group from E to form the similar demonstrations D [14] .

Pre-training model. We use the above constructed data to pre-train the text in-
ference model. Our objective is to maximize the conditional probability p(y|x, r),
where p is the result probability predicted by the model. The loss function is the
cross entropy loss.

L = −y log p+ (1− y) log (1− p) (1)

2.3 Fine-tuning the Text Inference Model with a Few Samples in
Target Task

For the target task, we also adopt a few labeled samples in target task for data
augmentation, as discussed in Sec.2.1 For each sample in the augmented dataset,
relevant demonstrations are retrieved from the high quality samples from the
pre-training phase, as discussed in Sec.2.2, to construct context inputs. During
the fine-tuning process, the loss function is similar to that of the pre-training
process.

3 Experiments

3.1 Dataset and Implementation Details

We use the data of the 2022 accountant examination (AR21 for short) for exper-
iments, which includes 21 questions. Each question contains 1 to 5 knowledge
points, with the reference texts for the knowledge points. The first 14 questions
are used as the historical data, while the remaining 7 questions are used as the
target dataset under the low-resource scenarios. The statistics of the dataset are
shown in Table 1.

The initial model’s weights are sourced from the transformers library by Hug-
gingface3. This study uses the Qwen-1_8B as the initial model for our method,

3 https://huggingface.co
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dataset question number/question total
train 14 8897 124549
test 7 8243 57707
Table 1: The Statistics of Dataset.

with the hyper-parameters set to the default from finetune.py4. For retrieving the
similar demonstrations, the bge-large-zh-v1.5 is used as the embedding model.
During k-means clustering, k is set to 50.

We use accuracy and macro-f1 as the evaluation metric. The metric value is
the average of three experiments on multiple problems.

As the comparison methods, we select the traditional text inference methods,
categorizing BERT’s CLS output, referred to here as Supervised. Additionally,
NLIPT [15] is used as a comparative method with hyper-parameters following
the original paper’s settings. Furthermore, COT [10] is used as another compar-
ative method. Since the COT does not require fine-tuning the model, it cannot
be directly applied under low-resource settings. The experiments with the COT
involve using 1, 3, and 5 demonstrations per input.

3.2 Results and Analysis

The experimental results on AE21 is shown in Table 2. The low-resource scenar-
ios are each question random select 20,50,100 samples, respectively.

As the amount of training data increases, the performance of all methods gen-
erally improves. In the 20 samples/question low-resource scenario, our method
outperforms the NLIPT, indicating its effectiveness in the low-resource settings.
In the 100samples/question scenario, our method approaches the performance
of supervised training with all training data. Notably, the simple COT method
shows the much lower performance compared to other methods. This method
may cause the LLM to focus only on the calculation process and ignore other
texts. For such tasks, LLM should focus on both the expressions and the texts.

According to the results of the ablation experiments, each component of our
method proves the positive effect to performance. In particular, historical data
has an important impact on method performance.

Based on the experimental results in the 0 samples/question column of Table
2, our method demonstrates the zero-shot capability although it shows a con-
siderable gap compared to the fine-tuned results. On the one hand, there is no
labelled sample to indicate the target task domain and the label spaces. On the
other hand, the training corpus of the large language models does not include
the task domain.

4 https://github.com/QwenLM/Qwen
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samples/question - 0 20 50 100
acc f1 acc f1 acc f1 acc f1 acc f1

Supervised 99.26 99.26 44.08 30.87 77.57 77.38 88.05 88.05 94.90 94.90
NLIPT - - - - 94.02 94.01 94.26 94.26 96.65 96.65
Ours - - 55.36 43.31 96.94 96.94 97.29 97.29 98.19 98.19

w/o UML - - - - 95.94 95.94 97.27 97.27 97.37 97.37
w/o PT - - - - 80.77 80.69 88.57 88.57 94.46 94.46
w/o PT+UML - - 57.33 41.29 80.77 80.69 89.72 89.72 94.83 94.83

COT demonstration - 1 3 5
- - - - 51.90 34.17 49.30 33.17 49.25 33.01

Table 2: Experimental Results on AE21.

4 Conclusion

This paper presents a specialty text inference method tailored for mixed com-
putational expressions. We adopt the pre-trained language model as the initial
model and select the high quality samples from historical dataset for pre-training
the model. The positive samples in the prompt are retrieved from the high-
quality data that are similar to the inferred instance and the negative ones
are generated by expert rules. For the target task, we fine-tune the pre-trained
model with the given few samples. Experimental results demonstrate that this
method performs well in the low-resource scenarios and outperforms baselines.
For the future work, we are planning to conduct the interpretability analyses on
evaluation results.
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