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Abstract 
 

Users now high rely on social services not only 

for entertainment but also for work, and a lot of user 

data such as profiles and actions are stored on social 

service platform. Privacy setting is an important 

means to protect these private data. To help users bet-

ter manage their privacy information, we propose a 

user preference based privacy policy recommenda-

tion approach for the current privacy setting modes. 

We investigate user preferences from their own pri-

vacy policies and recommend similar settings when a 

new friend is added or a new item is uploaded. To 

evaluate our methods, we propose several criteria and 

perform a lot of experiments on some practical da-

tasets. The experimental results show that our algo-

rithms are applicable for both person assignments and 

item management. 

 

Keywords: user preference, privacy policy, social 

networks 
 

1   Introduction 
 

Nowadays, more and more people rely on web-

based social network services, such as Facebook, 

Twitter and Google+. They communicate with each 

other, make new friends, share video or music, dis-

cuss in groups, play games with others, and etc. With 

the convenience of social networks, many organiza-

tions and companies even adopt different kinds of so-

cial services as their business and work platform [14, 

22]. Social network services have been integrated 

into people’s daily lives not only for entertainment 

and leisure but also for communication and work. 

Therefore, quite a lot of user profiles are stored on the 

social service platform, as well as a large amount of 

user data such as social actions and uploaded files. 

For example, 350 million photos are uploaded every 

day in Facebook [24]. These data are sometime sen-

sitive to the owners, who want to control the access 

to these data as their expectation. That is to say, on 
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one side users want to share the ideas or photos only 

with target visitors for social or business purpose; on 

the other side they want to limit unexpected people 

accessing these data. So, user privacy setting is an im-

portant issue in social networks. 

Currently, social service sites mainly utilize ac-

cess control policies to help users manage their data 

or profiles. There are two levels of policies, a default 

level policy is applicable for all user data and a local 

policy is applicable for some specified person or file. 

To avoid policy conflicts, a local policy dominates a 

default policy. Most social networks allow a user to 

define permit or deny as a default policy to every 

friend or visitor on accessing user data. There are two 

popular ways for a user to specify local policies. In 

the appointed person mode, a user authorizes the ac-

cess rights only to the appointed persons. The group 

mode allows a user to classify friends into several 

groups according to their relationships and authorize 

different access rights to each group. The persons in 

a group have the same rights. The group mode is 

widely adopted by the influential social service plat-

forms, such as the ‘circles’ in Google+, and the ‘lists’ 

in Facebook and Twitter [10], which are called ‘social 

groups’ in this paper. 

Since a user may often upload data and add new 

visitors as friends, it is not convenient to manually 

configure privacy settings using the above methods. 

For example, people consider the privacy setting in-

terface in Facebook very complex and tedious to con-

figure privacy setting as new friends added [8]. To 

tackle this problem, some visualization tools are pro-

posed to help users understand their privacy settings, 

such as Pviz [11], Privacy Mirrors [1]. However, in 

practice, most users do not know how to set appropri-

ate privacy policies and they need privacy recommen-

dation. These tools cannot help them on this point. 

Some recommendation approaches and policy man-

agers are proposed to suggest users some privacy pol-

icies [17], such as policy wizard [7]. It allows a user 

to classify his/her friends into several groups accord-

ing to friend profiles and relationships, and ask user 

to select some friends from each group to make pri-

vacy settings. Then it learns user preferences from 



these settings and recommends similar privacy poli-

cies for other persons in the same group [5]. Although 

such approaches are effective, the learning process 

needs much user interaction, which is time-consum-

ing and error prone. Shehab et al. propose a privacy 

policy recommendation approach, which first com-

putes user similarity according to social graph propa-

gation properties and then recommends privacy set-

tings to other similar users in the social network who 

are not familiar with privacy settings [18]. Since us-

ers may have different preferences on grouping 

friends, this approach is not suitable for the group 

based authorization mode.  

To help users better manage their private data, 

we propose a user preference based privacy policy 

recommendation approach for the popular privacy 

setting modes. It consists of two phases: user prefer-

ence mining and privacy setting recommendation. 

For the group mode, user privacy preferences include 

grouping friends and authorizations on items. So we 

analyze user group memberships against friend pro-

files and investigate access right assignments against 

the item tags of user data so as to find user privacy 

preferences. In the recommendation phase, when a 

new friend is added, we compute an appropriate 

group as a recommendation based on user preferences 

so as to assign the access rights of this group. For a 

new item such as a photo, the recommendation algo-

rithms compute the appropriate privacy settings ac-

cording to user authorizations on accessing items. For 

the appointed person mode, we directly compute the 

right assignment similarity by collaborative filtering, 

and recommend similar privacy settings for a new 

friend or item. To evaluate our methods, we propose 

several criteria and perform a lot of experiments on 

some practical datasets. The experimental results 

show that our algorithms are applicable for both per-

son assignments and item managements. 

The rest of this paper is organized as follows. 

Section 2 surveys the related works. Then we present 

the user preference based privacy policy recommen-

dation framework in Section 3. The personalized pri-

vacy policy recommendation algorithms are given in 

Section 4, followed by experiments and results anal-

ysis in Section 5. Finally, Section 6 summarizes the 

contributions of our work and discusses future re-

search directions. 

2   Related Work 
 

2.1 Personalized Policy Recommendation 
The most related work with ours is the personal-

ized policy recommendation. In social networks, the 

existing privacy policy specification tools are often 

complex and difficult to understand. Some assistant 

tools on privacy setting are proposed to recommend 

users how to control the access rights to their data.  

The user similarity based policy recommenda-

tion approach explores user relationships and recom-

mends privacy policy for similar users, such as Poli-

cyMgr [17] and Privacy Wizard [7]. These methods 

classify friends into several clusters, and require users 

provide example policy settings as training sets for 

each cluster. Then they adopt supervised model auto-

matically configure privacy settings for other friends 

in the same cluster. However, the learning process in-

volves much interaction with users, which is time-

consuming and error prone. Shehab et al. propose a 

fine-grained policy recommendation system, which 

first computes user similarity and then recommends 

existing privacy policy for similar users [18]. Yet this 

approach do not consider user preference difference 

on grouping users. 

The xAccess method adopts a role-based access 

control model to capture the privacy preference of so-

cial users. By analyzing both social network structure 

data and historical activity data, it extracts some so-

cial roles and recommends a set of privacy settings 

based on these roles [24]. Since extraction of social 

roles is complicated, this approach is not appreciate 

for practical social networks with a large number of 

dynamic users. Besides, the extraction of social roles 

takes into account the common points of similar users 

without consideration of user privacy preferences.  

Tags are widely adopted in social service plat-

forms for users to efficiently manage their data. Some 

approaches use tags to manage privacy policies by tag 

based setting, such as APPGen [23] and A3P [21]. 

However, these approaches only analyze the similar-

ity between tags without considering the association 

between items and tags. Besides, they discuss little 

about the impact of subjects in privacy policies, 

which also reflect the user privacy preference. Differ-

ent from these method, our privacy policy recommen-

dation is based on the mining of user preference, 

which considers the features of both subject and ob-

ject in a policy. 

 

2.2 Circle Detection 
Our work also seems related with circle detec-

tion, which studies the problem of automatically dis-

covering users’ social circles. Most current social net-

works allow a user to categorize his/her friends into 

social circles by manually assigning labels to them [2, 

15]. The friends with the same labels are considered 

in the same circles. McAuley et al. propose an unsu-

pervised method to learn which features of user pro-

file lead to different social circles [12]. However, 

their work mainly focus on clustering current friends 

and do not provide a solution to recommend a circle 



for a new added friend. Squicciarini et al. group a 

user’s friends into social circles by extracting com-

mon interests from users’ profiles and predict policies 

based on the group [19, 20]. However, their recom-

mendation is based on the similarity of users or items, 

which is not suitable in group authorization mode.  

Some works consider personalized recommen-

dation among friends in the same circle [9, 16, 25], 

which are based on the facts that friends in the same 

circle often share similar interests. From this point, 

the detected circle structures are better than just using 

network topology information and the circle based 

recommendation gets a better accuracy. However, 

these approaches are not appropriate for privacy set-

tings since privacy preferences are quite different 

from other social activities, such as buying goods or 

reading books. Even good friends may have totally 

different privacy preferences due to their characteris-

tics such that these approaches are not applicable. Our 

purpose is to mine such preferences from groups and 

recommend similar privacy settings to users for new 

requirements. 

 

3  The User Preference Based Privacy 

Policy Recommendation Model 
In this section, we propose the user preference 

based privacy policy recommendation model and for-

mally specify the basic notions. The basic idea of this 

model is to recommend a privacy policy for a user 

based on one’s previous privacy settings. A privacy 

policy specifies who can access what private data, 

which contains three elements: subjects, objects and 

operations. In social network, a subject refers to a per-

son or a friend group who are authorized to access 

items and an object refers to an item in a user data set, 

such as an uploaded photo or a blog. An operation 

means one of the accessing modes provided by a so-

cial service platform, such as “view” or “comment”. 

So, our model focuses on two sides, one is to recom-

mend appropriate accessing rights to a new added 

friend and the other is to recommend appropriate sub-

jects accessing an uploaded item. All these recom-

mendations are based on the analysis of user privacy 

preferences.  

 

3.1 The Model 
We consider two representative authorization 

modes in current social service platforms: the group 

mode and the appointed person mode. Our proposed 

privacy policy recommendation model consists of 

two parts: User Preference Mining and Privacy Pol-

icy Recommendation, shown as Fig.1. 

User Preference Mining: User preference refers 

to user subjective tendency, which determines one’s 

taken actions and choices under certain conditions. In 

social networks, user preferences consist of social 

links and actions (such as uploading pictures or 

grouping friends). For example, if a user establishes 

friendships with many people in a football club, 

he/she may be interested in football. Likewise, if a 

user posts, forwards or comments a certain topic, 

he/she may be interested in that topic. The contents, 

objects and time of user action together play a signif-

icant role in determining user preferences. Hence, we 

need to analyze user preferences according to their 

authorizations so as to recommend an appropriate pri-

vacy setting for each new uploaded item or new 

added person. 

 

 
Fig.1 The user preference based privacy policy recom-

mendation model 

For the group based authorization mode, a group 

is regarded as the subject of authorization, where per-

sons in one group get all the authorizations assigned 

to this group. We mine the hidden factors in friend-

group associations against friend profiles, actions and 

groups in current settings, shown as the visitor-group 

associate analysis part in Fig.1. Likewise, we analyze 

the authorizations against groups and item tags so as 

to find the relationships between the access rights and 

items, shown as the item-group authorization analysis 

part. For the appointed person authorization mode, 

we directly analyze the relationship between visitors 

and items, shown as the item-group authorization 

analysis part in Fig.1. 

Privacy Policy Recommendation: The privacy 

policy recommendation process considers the privacy 

settings on two cases. Considering a visitor requests 

a friendship for a user, some appropriate groups are 

recommended to this user based on user preferences 

and visitor attributes. After the user chooses some 



groups, this visitor obtain all the access rights author-

ized to these groups. When a user uploads a new item, 

the recommendation algorithm computes some ap-

propriate subjects who can access this item. 

Consider the two popular authorization modes, 

the above process consists of three parts: the visitor 

attribute based friend grouping part, tag based item 

authorization assignment part and the item visitor as-

sociation based authorization part. The first two parts 

are for the group authorization mode, while the last 

part is for the appointed person authorization mode. 

Table 1 Notations 

Symbol  Description 

𝑢, 𝒰 a user and a user set  

𝑣, 𝒱𝑢 a visitor and a set of 𝑢’s visitors 

𝑔𝑘 , 𝒢𝑢 a group and a set of 𝑢’s groups 

𝒢𝒱𝑢 
the association matrix between 𝑢’s groups 

and visitors 

𝑒𝑗 , ℰ𝑢 a feature and a set of 𝑢’s features 

𝒱ℰ𝑢 
the association matrix between 𝑢 ’s visi-

tors and features 

𝜄𝑡 , ℐ𝑢 an item and a set of 𝑢’s items 

𝒢ℐ𝑢 
the authorization matrix between 𝑢 ’s 

groups and items 

𝒱ℐ𝑢 
the authorization matrix between 𝑢’s visi-

tors and items 

𝜏𝑞 , 𝒯𝑢 
a tag and a set of tags associated with 𝑢’s 

items 

ℐ𝒯𝑢 
the authorization matrix between 𝑢 ’s 

items and tags 

 

3.2 Basic Notions 
In this subsection, we give the formal definitions 

of basic concepts in our method as follows. Some 

symbols and notations used in this paper are given in 

Table 1. 

Definition 1 (User): A user 𝑢 is a registrant in a 

social network, who uploads photos, videos, blogs, 

and other data objects. Let 𝒰 be the set of all users in 

a social network. 

Definition 2 (Visitor): For a given user 𝑢 ∈ 𝒰, 

a visitor 𝑣 ∈ 𝒰 refers to the user who requests to ac-

cess 𝑢’s data. All 𝑢’s visitors are donated as a set 

𝒱𝑢 = {𝑣1, 𝑣2, ⋯ , 𝑣|𝒱𝑢|}, where |𝒱𝑢| ∈ ℕ+ is the size 

of the visitor set. 

Definition 3 (Group): For a given user 𝑢 ∈ 𝒰, a 

group 𝑔  is the subset of 𝑢’s visitors (i.e. 𝑔 ⊆ 𝒱𝑢 ). 

The size of group 𝑔 is donated as |𝑔|. A user often 

creates several groups according to his/her privacy re-

quirements. The groups of 𝑢 are represented as a set 

𝒢𝑢 = {𝑔1, 𝑔2, ⋯ , 𝑔|𝒢𝑢|}, where |𝒢𝑢| ∈ ℕ+ is the size 

of the group set. 

Definition 4 (Visitor-Group Association): For a 

given visitor 𝑣 ∈ 𝒱𝑢  and a group 𝑔 ∈ 𝒢𝑢 , a visitor-

group association  (𝑣, 𝑔) specifies that 𝑣  belongs to 

group 𝑔.  

Definition 5 (Attribute): Attributes include user 

identify and characteristics. Generally, a user has 

many attributes, such as name, sex, age, graduated 

university and etc. Each attribute is associated with a 

value.  

All possible values of an attribute are called the 

attribute domain, which can be classified into a finite 

set of value ranges. For example, the value ranges of 

attribute Age could be represented as {0-20, 21-40, 

41-60, 61-80, 81-100}. Attributes sometime can be 

extracted from user actions. For example, the fre-

quency of keywords in user comments indicates the 

user’s opinion. 

Definition 6 (Item): An item refers to the data 

that is posted by a user in social network, such as blog, 

photo, and so on. In this paper, any object in a privacy 

policy is considered as an item. For a given user 𝑢 ∈
𝒰, all items of 𝑢 are represented as a set ℐ𝑢 = {𝜄1,
𝜄2, ⋯ , 𝜄|ℐ𝑢|}. Let |ℐ𝑢| ∈ ℕ+ be the size of the item set. 

Nowadays, the tag-based resource management 

has been widely used in social networks [13]. Many 

social network service providers offer sample tags for 

users to organize their items, such as time stamp and 

location mark. Some platforms allow users to anno-

tate items with any tag they would like to describe an 

item, such as “family”, “picnic” or “park” etc. 

Definition 7 (Tag): A tag is a short text used to 

describe an item. Let 𝒯 be the set of tags in social net-

works. All tags associated with u’s items are repre-

sented as a set 𝒯𝑢 = {𝜏1, 𝜏2, ⋯ , 𝜏|𝒯𝑢|}, where |𝒯𝑢| ∈

ℕ+ is the size of this set. 

In this paper, users express their privacy prefer-

ences on sharing items with visitors via their privacy 

policies. 

Definition 8 (Policy): For a given user 𝑢 ∈ 𝒰, a 

privacy policy (𝑆𝑢𝑏, 𝑂𝑏𝑗, 𝑂𝑝)  donates the subject 

𝑆𝑢𝑏  has the accessing 𝑂𝑝  right on the item 𝑂𝑏𝑗 , 

where 𝑆𝑢𝑏 ∈ 𝒱𝑢  or 𝒢𝑢 , 𝑂𝑏𝑗 ∈  ℐ𝑢  and 𝑂𝑝 ∈  {𝑣𝑖𝑒𝑤,
𝑐𝑜𝑚𝑚𝑒𝑛𝑡, 𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑, 𝑠ℎ𝑎𝑟𝑒}. 

In the group-based authorization mode, the sub-

ject refers to a friend group. For a given group 𝑔 ∈
𝒢𝑢 and an item 𝜄 ∈ ℐ𝑢, the group-item authorization 

(𝑔, 𝜄, 𝑂𝑝) means group 𝑔 is allowed to perform the 

operation 𝑂𝑝  on item 𝜄 . In the appointed person-

based authorization mode, the subject refers to a spec-

ified person. For a given visitor 𝑣 ∈ 𝒱𝑢 and an item 

𝜄 ∈ ℐ𝑢 , the person-item authorization (𝑣, 𝜄, 𝑂𝑝) 



means visitor 𝑣 is allowed to perform the operation 

𝑂𝑝 on item  𝜄. 
Example 1: Alice allows her family members 

view and comment the images in the album “vaca-

tion”. Bob allows David to view and download a doc-

ument named “Job Data”. So Alice’s privacy policies 

can be expressed as the group-based mode, while 

Bob’s privacy policies can be expressed as the per-

son-based mode, shown as follows: 

Alice : [(family; vacation; view); (family; vaca-

tion; comment)] 

Bob : [(David; Job Data; view); (David; Job 

Data; download)]. 

 

4  Personalized Privacy Policy Recom-

mendation 
In this section, we introduce the details of our 

personalized privacy policy recommendation algo-

rithms. There are two core points in the algorithms: 

the quantitative evaluation of user privacy prefer-

ences and the probability-based personalized policy 

recommendation, which is illustrated in the following 

subsections. 

 

4.1 User Preference Mining 
The purpose of user preference mining is to find 

the relation between the authorizations and the char-

acteristics of subjects or objects in the existing pri-

vacy policies. We consider the two representative au-

thorization modes: the group authorization and the 

appointed person authorization, respectively. For the 

group based policy, we first analyze the visitor-group 

associations and study how properties of a subject im-

pact user grouping. Then we study the item-group as-

sociations so as to find how properties of an object 

impact the authorizations of an item to groups. For 

the person-based policy, we analyze the person-item 

authorization and find out the relationship between 

subjects and authorized items. 

 

4.1.1   Visitor-Group Association Analysis  

The analysis of user grouping preference is 

based on the fact that users often classify visitors into 

several groups according to their attributes, just as the 

idiom “birds of a feather flock together”. We adopt 

the statistical methods to compute the correlations be-

tween visitor attributes and groups. The larger their 

correlation, the more influence of this attribute to user 

grouping. That is to say these attributes influence 

more user privacy settings. 

First of all, we analyze the existing user groups. 

For a given user 𝑢 ∈ 𝒰, all the visitor-group associa-

tions (𝑣, 𝑔) , where 𝑣 ∈ 𝒱𝑢  and 𝑔 ∈ 𝒢𝑢 , are de-

scribed as a binary matrix 𝒢𝒱𝑢 ∈ {0,1}|𝒢𝑢|×|𝒱𝑢| , 

where |𝒢𝑢| is the size of 𝑢’s group set and |𝒱𝑢| is the 

size of 𝑢 ’s visitor set. Each entry of the matrix 

𝒢𝒱(𝑘, 𝑖) ∈ {0,1} refers to whether visitor 𝑣𝑖 belongs 

to group 𝑔𝑘. 𝒢𝒱(𝑘, 𝑖) = 1 indicates that the visitor 𝑣𝑖 

is allocated into the group 𝑔𝑘. Otherwise, 𝒢𝒱(𝑘, 𝑖) =
0 indicates 𝑣𝑖 is not in 𝑔𝑘. 

Given a visitor 𝑣 ∈ 𝒱𝑢, the probability of 𝑣 be-

longing to group 𝑔𝑘 is computed as: 

𝑃(𝑔𝑘
𝑣) =

1

|𝒱𝑢|
∗ ∑ 𝒢𝒱(𝑘, 𝑖)|𝒱𝑢|

𝑖=1   ⑴ 

, where |𝒱𝑢| is the size of visitor set 𝒱𝑢. Similarly, the 

probability of 𝑣 ∉ 𝑔𝑘  is donated as 𝑃(¬𝑔𝑘
𝑣) = 1 −

𝑃(𝑔𝑘
𝑣). 

To measure the uncertainty whether visitor 𝑣 

belongs to group 𝑔𝑘 , we adopt the information en-

tropy of 𝑣 ∈ 𝑔𝑘 as follows: 

H(𝑔𝑘
𝑣) = − ∑ 𝑃(𝑥) ∗ 𝑙𝑜𝑔2𝑃(𝑥)𝑥∈{𝑔𝑘

𝑣,¬𝑔𝑘
𝑣}   ⑵ 

, which is the basic evaluation on the distribution of 

visitors in different groups. 

In the following discussion, we analyze how 

each attribute impacts user grouping and further ana-

lyze how each attribute value determines the group-

ing results. We adopt the notion feature 𝑒 to denote 

each value associated with its attribute. All attribute 

values could be represented as a set ℰ𝑢 = {𝑒1, 𝑒2,
⋯ , 𝑒|ℰ𝑢| }, where |ℰ𝑢| is the size of features. 

Example 2: Consider the attributes of education, 

hobby and gender. The illustrative values of three us-

ers 𝑣1, 𝑣2, 𝑣3 are given below. 

𝑣1 :[( education, “Purdue”), (hobby, “swim-

ming”), (gender, “male”)] 

𝑣2:[( education, “SDU”), (hobby, “basketball”), 

(gender, “male”)] 

𝑣3:[( education, “Harvard”), (hobby, “movie”), 

(gender, “female”)] 

In this case, there are 8 entries in the feature set, 

i.e. education-“SDU”, education-“Purdue”, educa-

tion- ‘Harvard”, hobby-“swimming”, hobby-“basket-

ball”, hobby-“movie”, gender-“male” and gender-

“female”. 

For a given visitor 𝑣 ∈ 𝒱𝑢 and a feature 𝑒 ∈ ℰ𝑢, 

we adopt the visitor-feature association (𝑣, 𝑒) to do-

nate whether visitor 𝑣 has the feature 𝑒. All the visi-

tor-feature associations are represented as a binary 

matrix 𝒱ℰ ∈ {0,1}|𝒱𝑢|×|ℰ𝑢| . Each entry 𝒱ℰ(𝑖, 𝑗) ∈
{0,1}  indicates whether 𝑣𝑖 has feature 𝑒𝑗. 

Given a visitor 𝑣, the probability of owning fea-

ture 𝑒𝑗 is defined as follows: 

𝑃(𝑒𝑗) =
1

|𝒱𝑢|
∗ ∑ 𝒱ℰ(𝑖, 𝑗)|𝒱𝑢|

𝑖=1    ⑶ 

, where |𝒱𝑢| is the size of visitor set. 

The probability that a visitor with feature 𝑒𝑗 be-

longs to group 𝑔𝑘 is computed as follows: 



𝑃(𝑔𝑘
𝑣|𝑒𝑗) =

1

|𝒱𝑢|
∗

∑ 𝒢𝒱(𝑘,𝑖)∗𝒱ℰ(𝑖,𝑗)
|𝒱𝑢|
𝑖=1

𝑃(𝑒𝑗)
  ⑷ 

This indicates the probabilistic association be-

tween group 𝑔𝑘 and feature 𝑒𝑗. 

 

4.1.2   Group-Item Authorization Analysis  

Group item authorization analysis focuses on 

user preference of authorizing item access rights to 

which groups. A group-item authorization (𝑔, 𝜄,
𝑂𝑝) indicates that group 𝑔 has the accessing right 𝑂𝑝 

to item  𝜄. For simplicity of illustration, we take the 

view action as an example of actions in the following 

discussion. A group-item authorization is simplified 

to (𝑔, 𝜄), which represents that group 𝑔 is allowed to 

view the item  𝜄. 
Given a user 𝑢 ∈ 𝒰, all group-item authoriza-

tions are represented as a binary matrix 𝒢ℐ𝑢 ∈
{0,1}|𝒢𝑢|×|ℐ𝑢|, where |𝒢𝑢| is the size of 𝑢’s group set 

and |ℐ𝑢|  is the size of 𝑢 ’s item set. Each entry 

𝒢ℐ(𝑘, 𝑡) ∈ {0,1} represents whether a group-item au-

thorization (𝑔𝑘 , 𝜄𝑡) exists. 

Given an item 𝜄 ∈ ℐ𝑢, let 𝑃(𝑔𝑘
𝜄 ) be the probabil-

ity that group 𝑔𝑘 can view it, defined as follows: 

𝑃(𝑔𝑘
𝜄 ) =

1

|ℐ𝑢|
∗ ∑ 𝒢ℐ(𝑘, 𝑡)|ℐ𝑢|

𝑡=1   ⑸ 

Then we analyze how item properties influence 

such authorization. Since users are allowed to upload 

and share data in social network, such as photos and 

blogs, and adopt tags to express the content of these 

data, this analysis is performed on the tags associated 

with these items. 

Given an item  𝜄 ∈ ℐ𝑢 and a tag 𝜏 ∈ 𝒯𝑢, the item-

tag association (𝜄, 𝜏) indicates whether item 𝜄 has tag 

𝜏. All the item-tag associations are represented as a 

binary matrix ℐ𝒯𝑢 ∈ {0,1}|ℐ𝑢|×|𝒯𝑢| , where |ℐ𝑢| is the 

size of 𝑢’s item set and |𝒯𝑢| is the size of 𝑢’s tag set. 

Each entry ℐ𝒯(𝑡, 𝑞) indicates whether item 𝜄𝑡 has the 

tag 𝜏𝑞. 

The probability that an item 𝜄𝑡 is associated with 

tag 𝜏𝑞 is defined as follows: 

𝑃(𝜏𝑞) =
1

|ℐ𝑢|
∗ ∑ ℐ𝒯(𝑡, 𝑞)

|ℐ𝑢|
𝑡=1    ⑹ 

Let 𝑃(𝑔𝑘
𝜄 |𝜏𝑞) be the probability that group 𝑔𝑘 

could view the item 𝜄 associated with tag 𝜏𝑞, defined 

as follows: 

𝑃(𝑔𝑘
𝜄 |𝜏𝑞) =

1

|ℐ𝑢|
∗

∑ 𝒢ℐ(𝑘,𝑡)∗ℐ𝒯(𝑡,𝑞)
|ℐ𝑢|
𝑡=1

𝑃(𝜏𝑞)
  ⑺ 

This reflects the influence of tag 𝜏𝑞 on the au-

thorization of group 𝑔𝑘. 

 

4.1.3   Person-Item Authorization Analysis  

For the appointed person authorization mode, 

we analyze the person-item associations. Firstly, we 

analyze the existing person-item authorization to ex-

plore the association between a granted visitor and an 

item. For a given user 𝑢 ∈ 𝒰, a person-item authori-

zation (𝑣, 𝜄) , where 𝑣 ∈ 𝒱𝑢  and 𝜄 ∈ ℐ𝑢 , denotes 

whether visitor 𝑣 is allowed to view item 𝜄. All per-

son-item authorizations can be represented as a bi-

nary matrix 𝒱ℐ𝑢 ∈ {0,1}|𝒱𝑢|×|ℐ𝑢| , where |𝒱𝑢|  is the 

size of 𝑢’s visitor set and |ℐ𝑢| is the size of 𝑢’s item 

set. Each entry 𝒱ℐ(𝑖, 𝑡) indicates whether visitor 𝑣𝑖 

has the accessing right to item 𝜄𝑡. 

Since the preference on this type of authoriza-

tions is quite similar with the personalized recom-

mendation systems, we adopt the well-studied collab-

orative filtering method to recommend the privacy 

setting on item authorizations. 

 

4.2 Personalized Privacy Policy Recommen-

dation Process 
This process is to recommend appropriate pri-

vacy policy so as to help a user configure his/her pri-

vacy settings in social networks. The policy recom-

mendation includes two aspects. When a visitor re-

quests a friendship for a user, our method recom-

mends some appropriate groups according to user 

preference. When a new item is added, some appro-

priate groups as well as some persons are recom-

mended. Since the recommendation on groups in two 

cases are similar, we discuss these two sides together 

as the unified group-based policy recommendation.  

For ease of presentation, we define a visitor or 

an item as an object 𝑜. All objects can be presented 

as a set 𝒪𝑢, while 𝒪𝑢 = 𝒱𝑢 or 𝒪𝑢 = ℐ𝑢. A property 𝑝 

refers to a subject feature or an item tag. Similarly, an 

object-property association matrix 𝑀(𝑜, 𝑝)  denotes 

whether the object 𝑜  has the property 𝑝 . If so, 

𝑀(𝑜, 𝑝) = 1. Otherwise, 𝑀(𝑜, 𝑝) = 0. The property 

set is defined as 𝒫𝑢. 𝒫𝑢 = ℰ𝑢 when we compute the 

recommendation on visitor group associations and 

𝒫𝑢 = 𝒯𝑢 when we compute the recommendation on 

item group associations. 

Given a new object 𝑜′  and a group 𝑔𝑘 , let 

𝐶𝑙𝑜𝑠𝑒(𝑜′, 𝑔𝑘)  be the closeness between 𝑜′  and 𝑔𝑘 . 

Given a user 𝑢 ∈ 𝒰 , our method computes 

𝐶𝑙𝑜𝑠𝑒(𝑜′, 𝑔𝑘)  between 𝑜′  and each group 𝑔𝑘 ∈ 𝒢𝑢 . 

The group with the highest closeness 𝐶𝑙𝑜𝑠𝑒(𝑜′, 𝑔𝑘) 

will be recommended to user 𝑢 as the privacy policy. 

In order to calculate the closeness from the different 

aspects, we propose four methods to measure the 

closeness between new object and the group. 

The first method considers the impacts of all the 

features or tags in an equal effect way, which is for-

malized as follows: 

𝐶𝑙𝑜𝑠𝑒(𝑜′, 𝑔𝑘) = ∑ 𝑀(𝑜′, 𝑝𝑗) ∗ 𝑃(𝑔𝑘|𝑝𝑗)
|𝒫𝑢|
𝑗=1   ⑻ 



, where |𝒫𝑢|  is the size of the property set and 

𝑃(𝑔𝑘|𝑝𝑗)  represents the probability that an object 

with property 𝑝𝑗 belongs to group 𝑔𝑘. 

Since the odd could facilitate to understand the 

relative probabilities of an event occurring, we adopt 

odd express the influence of a property to a group. Let 

𝑂(𝑔𝑘|𝑝𝑗) be the odd that an object associated with 

property 𝑝𝑗 belongs to group 𝑔𝑘 defined as follows: 

𝑂(𝑔𝑘|𝑝𝑗) =
𝑃(𝑔𝑘|𝑝𝑗)

𝑃(¬𝑔𝑘|𝑝𝑗)
   ⑼ 

, where 𝑃(𝑔𝑘|𝑝𝑗) represents the probability that an 

object with property 𝑝𝑗 belongs to group 𝑔𝑘. 

The second method considers both the occur-

rence probability of an event and the non-occurrence 

probability, which enlarges the difference among 

probabilistic distribution. The formal definition is 

shown as follows: 

𝐶𝑙𝑜𝑠𝑒(o′, 𝑔𝑘) = ∑ 𝑀(𝑜′, 𝑝𝑗) ∗ 𝑂(𝑔𝑘|𝑝𝑗)
|𝒫𝑢|
𝑗=1   ⑽ 

, where |𝒫𝑢|  is the size of the property set 

and 𝑂(𝑔𝑘|𝑝𝑗) represents the odd that an object asso-

ciated with property 𝑝𝑗 belongs to group 𝑔𝑘. 

The above two methods do not consider the dif-

ferences between the impacts of features. However, 

sometimes a few attributes may play important posi-

tions than others. For example, in the group of Mensa 

club, the intelligence quotient is the most important 

feature, while other attributes such as gender, age etc. 

are trivial. So the following two methods take attrib-

ute weights into consideration when computing the 

recommendation.  

In the third method, we adopt the relative mutual 

information between group 𝑔𝑘 and property 𝑝𝑗 as the 

attribute weight. Each feature influence on grouping 

is determined by the conditional entropy, which re-

flects the uncertainty for grouping the objects with 

this property. Let 𝐻(𝑔𝑘|𝑝𝑗)  be the conditional en-

tropy: 

𝐻(𝑔𝑘|𝑝𝑗) =  

− ∑ 𝑃(𝑥|𝑝𝑗) ∗ 𝑙𝑜𝑔2𝑃(𝑥|𝑝𝑗)𝑥∈{𝑔𝑘,¬𝑔𝑘}   ⑾ 

The correlation between object features and 

groups can be reflected by the mutual information be-

tween 𝑔𝑘 and 𝑝𝑗 , which is computed as follows: 

𝐼(𝑔𝑘; 𝑝𝑗) = 𝐻(𝑔𝑘) − 𝐻(𝑔𝑘|𝑝𝑗)  ⑿ 

This illustrates how much uncertainty are re-

duced by this feature. The larger this mutual infor-

mation, the greater the feature impacts on grouping. 

The relative mutual information between 𝑔𝑘 and 

𝑝𝑗 is defined as follows: 

𝜌(𝑔𝑘; 𝑝𝑗) =
𝐼(𝑔𝑘;𝑝𝑗)

𝐻(𝑔𝑘)
= 1 −

𝐻(𝑔𝑘|𝑝𝑗)

𝐻(𝑔𝑘)
  ⒀ 

The third closeness evaluation method is com-

puted as follows: 

𝐶𝑙𝑜𝑠𝑒(o′, 𝑔𝑘)  

= ∑ 𝑀(𝑜′, 𝑝𝑗) ∗
|𝒫𝑢|
𝑗=1 𝜌(𝑔𝑘; 𝑝𝑗) ∗ 𝑃(𝑔𝑘|𝑝𝑗)  ⒁ 

, where |𝒫𝑢| is the size of the property set, 𝜌(𝑔𝑘; 𝑝𝑗) 

is the relative mutual information between 𝑔𝑘 and 𝑝𝑗 

and 𝑃(𝑔𝑘|𝑝𝑗) represents the probability that an ob-

ject associated with property 𝑝𝑗 belongs to group 𝑔𝑘. 

The fourth method takes an overall view of all 

properties and evaluates how each property influ-

ences the degree of grouping confusion. We take into 

account the entropy of property 𝑝𝑗 to different groups 

𝐻(𝒢𝑢|𝑝𝑗), defined as follows: 

𝐻(𝒢𝑢|𝑝𝑗) = − ∑ 𝑃(𝑔𝑘|𝑝𝑗) ∗𝑘∈{𝑘|𝑃(𝑔𝑘|𝑝𝑗)≠0}

𝑙𝑜𝑔2𝑃(𝑔𝑘|𝑝𝑗)     ⒂ 

𝐶𝑙𝑜𝑠𝑒(o′, 𝑔𝑘) = ∑ 𝑀(𝑜′, 𝑝𝑗) ∗
𝑃(𝑔𝑘|𝑝𝑗)

𝐻(𝒢𝑢|𝑝𝑗)

|𝒫𝑢|
𝑗=1   ⒃ 

, where |𝒫𝑢|  is the size of the property set and 

𝑃(𝑔𝑘|𝑝𝑗) represents the probability that an object as-

sociated with property 𝑝𝑗 belongs to group 𝑔𝑘. 

 

5   Experimental Study 
In this section, we present several experiments 

to evaluate the effectiveness and efficiency of our 

recommendation method over four real datasets. First 

we discuss the evaluation metrics. Then we introduce 

the experimental settings and analyze these experi-

mental results.  

 

5.1 Evaluation Metric 
Given a test visitor set 𝒱𝑡, we use the metric Hit 

Rate to evaluate the recommendation quality. For 

each visitor 𝑣 ∈ 𝒱𝑡 , the recommended group is do-

nated as �̅�𝑣, while the practical group is 𝑔𝑣. If the rec-

ommendation for 𝑣   is correct, we donate it as 

1(�̅�𝑣 = 𝑔𝑣). Hit Rate measures the average percent-

age of correctly predicted members in test visitor set 

𝒱𝑡, which is formalized as follows: 

𝐻𝑖𝑡 𝑅𝑎𝑡𝑒 =
1

|𝒱𝑡|
∗ ∑ 1(�̅�𝑣 = 𝑔𝑣)𝑣∈𝒱𝑡

  ⒄ 

For example, if we can correctly recommend 70 

groups for 100 visitors, the Hit Rate is 0.7. For Hit 

Rate value of a recommendation method, the larger 

the better. 

Another used metric is the Balanced Error Rate 

(BER), which is defined as the average of the errors 

between the predicted results and the actual results. 

BER is an equitable measurement of deviation from 

positives and negatives, and it is widely adopted [4]. 

BER is formalized as follows: 

BER(�̅�𝑘 , 𝑔𝑘) =
1

2
(

|�̅�𝑘\𝑔𝑘|

|�̅�𝑘|
+

|�̅�𝑘
𝑐\𝑔𝑘

𝑐|

|�̅�𝑘
𝑐|

)  ⒅ 

, where | ∙ | is the size of a group and 𝑔𝑐 is the com-

plement of group 𝑔.  



The accuracy of our recommendation is defined 

as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

|𝒢̅|
∗ ∑ (1 − BER(�̅�𝑘 , 𝑔𝑘))�̅�𝑘∈𝒢̅   ⒆ 

, where |𝒢̅| is the size of the recommended group set. 

A larger Accuracy value means that the recommen-

dation method can predict visitors’ group or items’ 

authorization more accurate. 

Table 2 Dataset Statistics 

Dataset  Facebook Google+ Twitter 

# of nodes 4,089 250,469 125,120 

# of edges 170,174 30,230,905 2,248,406 

# of groups 193 437 31400 

# of node at-

tributes 
175 690 33569 

avg. group 

size 
28.76 143.51 15.54 

avg. # of 

groups 
1.36 0.25 0.39 

Dataset Flickr 

# of photos 10189 

# of users 8698 

avg. # of photos 1017 

# of tags 27250 

avg. # of tags 7.17 

# of groups 6951 

 

5.2 Experiment Setting 
To evaluate our recommendation method, we 

select four social network datasets: Google+, Face-

book, Twitter [12] and Flickr [6]. A brief description 

of the datasets is given in Table 2.We adopt the first 

three datasets to evaluate the effectiveness of predict-

ing an appropriate group for a new visitor. Wherein, 

the data for Facebook were collected using a Face-

book app, where people logged in and classified their 

friends into several lists. For Google+ and Twitter, 

the data were collected by their API. The Flickr data 

were used to measure the effectiveness of predicting 

an appropriate authorization for a new uploaded item. 

This Flickr data consist of over 10,189 images col-

lected since 2007.  

The experiments were conducted on a desktop 

with 2.90GHz CPU, 8GB memory and 500GB disk 

space installed the operating system MacOS. All ex-

perimental results are the average values of more than 

ten times of program running. 

We verify the effectiveness and efficiency of our 

recommendation method. Experiments are performed 

on the Facebook, Twitter and Google+ data. We di-

vide the data set into two parts, the training set and 

the test set. We mine the user preference based on the 

training set and use test set to evaluate the accuracy 

and performance of our recommendation results. To 

test the sensitivity of different scales of training set, 

we adopt train/test ratio, donated as χ, to describe the 

percentage of data used as the training and test sets 

[3]. For example, χ= 0.75 means that 75% of data are 

used as the training set and the other 25% of data are 

used as the test set. In this paper, we choose three val-

ues: 0.5, 0.67 and 0.75. On each ratio, we randomly 

select visitors as the training set. 

 

 

  
(a) Hit Rate on Facebook (b) Accuracy on Facebook 

  
(c) Hit Rate on Twitter (d) Accuracy on Twitter 

  
(e) Hit Rate on Google+ (f) Accuracy on Google+ 

  
(h) Hit Rate on Flickr (i) Accuracy on Flickr 

Fig. 2 Recommendation Quality Evaluation 

 

5.3 Recommendation Quality Comparison 
Figure 2 shows the comparison results of our 

four methods with different train/test ratios on Hit 

Rate and Accuracy, respectively. The blue lines with 

circle nodes denote recommendation algorithm 1, the 

red lines with square nodes denote algorithm 2, the 

yellow lines with triangular nodes denote algorithm 3, 

and the black lines with diamond nodes denote algo-

rithm 4. From these figures, we find that the scale of 

training set has little effect on the recommendation 

results except method 4. This is because all these 
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methods are based on the association between groups 

and visitor features, which become already stable 

when χ is low. Considering method 4, the accuracy is 

a little sensitive to the ratio and increases as the size 

of training set. This illustrates the fact that it takes 

into account the importance of each feature for all 

groups.  

From the results, we can see that all the accuracy 

of four methods are more than 60 percent, which is a 

relative high value in recommendation. Method 1 

seems better than others on all datasets. The method 

3 and method 4 which take into account the im-

portance of features do not increase the accuracy on 

predicting rational groups. Although the method 2 

adopts a similar way, the odd adopted in this method 

increases the impact of feature for grouping. By fur-

ther investigating the data characteristics, we find that 

there is not obvious bias on the user features in group-

ing, which also illustrates the above phenomenon. 

Comparing the accuracy for different datasets, 

we could see that the Hit Rate and Accuracy are much 

high in Google+ dataset than in Facebook dataset. For 

example, when χ= 0.76, the Hit Rate under method 1 

are 62.18% in Figure 2(a), 77.07% in Figure 2(c) and 

84.66% in Figure 2(e); the Accuracy under method 1 

are 67.50% in Figure 2(b), 75.89% in Figure 2(d) and 

77.12% in Figure 2(f). There are three reasons. Firstly, 

there is a larger average of groups for each user in 

Facebook dataset than other two. This increases the 

probability of distributing a user into multiple groups. 

Secondly, the groups in Facebook data are manually 

organized by actual users, while the other two da-

tasets are the public-visible groups about tweet fol-

lower relationships. Thirdly, there is less overlapping 

in Facebook data, while the groups overlap a lot in 

other two datasets. 

 

5.4 Efficiency Analysis 
Figure 3 shows the comparison of performance 

in generating the recommended groups. Since the 

training/test ratio has little effect for the recommen-

dation results, we adopt χ = 0.5 in these experiments. 

We evaluate the elapsed time for two parts according 

to our method. The first part is mining user preference 

according to the training set (i.e. learning process). 

The second part of recommending a rational group 

for a visitor need run multiple times for different vis-

itors in the test set. To investigate how different fac-

tors affect the performance, we adopt 3D scatter plot 

for analysis. 

The figures in the first column of Fig.3 denote 

the learning algorithm, in which the x-axis is the size 

of training set, the y-axis is the size of feature set, and 

the z-axis is the elapsed time. The figures in the sec-

ond column show the experiments on privacy setting 

recommendation. Differently the x-axis in these fig-

ures is the group size. The color of nodes in all these 

figures shows the difference of time, the red color de-

notes longer time while the blue color indicates 

shorter time. The figures (a)-(f) in Fig.3 show the ex-

periments on visitor group recommendation. Overall, 

the performance is efficient. Although the learning 

time is much longer than the recommendation time, 

the learning process only requires run once in practice. 

The size of feature set has more impact on perfor-

mance than other factors. For example, in Figure (c) 

it takes 35ms when x=102 and y=1153, while it takes 

98m when x=102 and y=1979. Specially, the learning 

process on Google+ spends more time than others. 

This is because there are more attribute features than 

in other dataset. The figures (h) and (i) are the exper-

iments on tag item grouping, the results in which are 

similar with the above discussion. 

 

  
(a) Learning on Facebook (b) Recommendation on 

Facebook 

  
(c) Learning on Twitter (d) Recommendation on 

Twitter 

 
 

(e) Learning on Google+ (f) Recommendation on 

Google+ 

  
(h) Learning on Flickr (i) Recommendation on 

Flickr 

Fig. 3 Performance Evaluation 

 

6   Conclusion 
 

In this paper, we investigate the problem of pri-

vacy setting for users in social networks. Considering 

the popular authorization modes in social platforms, 



we propose a user preference based privacy policy 

recommendation approach so as to help a user better 

manage private data. We investigate user privacy 

preference from his/her own current privacy policies 

and recommend similar settings when a new friend is 

added or a new item is uploaded. To evaluate our 

methods, we propose several criteria and perform a 

lot of experiments on some practical datasets. The ex-

perimental results show that our algorithms are appli-

cable for both person assignments and item manage-

ment. 
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