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Abstract
We propose an edge-based method for 6DOF pose tracking of rigid objects using a monocular RGB camera. One of the critical
problem for edge-based methods is to search the object contour points in the image corresponding to the known 3D model
points. However, previous methods often produce false object contour points in case of cluttered backgrounds and partial
occlusions. In this paper, we propose a novel edge-based 3D objects tracking method to tackle this problem. To search the
object contour points, foreground and background clutter points are first filtered out using edge color cue, then object contour
points are searched by maximizing their edge confidence which combines edge color and distance cues. Furthermore, the edge
confidence is integrated into the edge-based energy function to reduce the influence of false contour points caused by cluttered
backgrounds and partial occlusions. We also extend our method to multi-object tracking which can handle mutual occlusions.
We compare our method with the recent state-of-art methods on challenging public datasets. Experiments demonstrate that our
method improves robustness and accuracy against cluttered backgrounds and partial occlusions.

CCS Concepts
• Computing methodologies → Mixed / augmented reality; Tracking;

1. Introduction

Tracking the pose of a rigid object in complex scene is a challeng-
ing task which has been widely applied in vision and graphics ap-
plications, such as augmented reality, visual servoing, etc. Given
an RGB image sequence, the aim of monocular 3D object track-
ing is to robustly and accurately estimate the six degree-of-freedom
(6DOF) pose of a known rigid object with respect to the camera.

In last decades, many different 3D object tracking methods
have been proposed and used in practical commercial and indus-
trial application. For well-textured objects, feature-based meth-
ods [SL04, VLF04b, HBN07, PLW08] have achieved robust track-
ing performance because the 3D-2D correspondences can be es-
tablished by feature points. However, they are not suited to track
weakly-textured objects that lack distinctive image feature. For
weakly-textured objects, contour edges are the vital visual cues
that can be used in most situations. Therefore, edge-based meth-
ods have been shown to be suitable alternative. Given the 3D
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Figure 1: Critical problem of edge-based method when tracking
heterogeneous objects in the presence of partial occlusions and
cluttered backgrounds. Left: The projected contour (marked red
and green) obtained by projecting the 3D object model into the im-
age plane. Right: Edge map of the scene with cluttered backgrounds
and partial occlusions that may cause false object contour edges.

model of the target object, edge-based methods have to establish
the 3D-2D correspondences between the 3D model points and ob-
ject contour points. These correspondences are used as constraints
to solve the pose parameters by minimizing the residual distance
between projected model contours and image contours. Since the
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first edge-based method RAPID [HS90] was proposed, several im-
proved methods have been proposed for better robustness and accu-
racy [DC02,WVS05,SPP∗13,WZQ19]. Though edge-based meth-
ods are fast and plausible, clutter edges (both in foreground and
background) and partial occlusions often cause incorrect object
contour points are searched to establish false 3D-2D correspon-
dences, as shown in Fig. 1, which often lead to tracking drift and
failure. In practice, fusing multiple visual cues or using additional
sensors could improve robustness, but all the necessary informa-
tion is not always available in many cases and the computation cost
is too high to achieve real-time performance, especially for low-
power devices (e.g. smart phone and AR glasses). Therefore, given
a monocular RGB camera view, fast and robust 3D object tracking
in the presence of clutter edges and partial occlusions is of great
importance.

1.1. Motivation

Although current state-of-art monocular 3D object tracking meth-
ods are region-based [HSS17, HSSC19], we argue that the edge-
based method still can be effective and efficient provided with cor-
rect contour correspondences. However, in complex environments
the edge-based methods are often ruined due to incorrect corre-
spondences caused by cluttered backgrounds and partial occlu-
sions, etc. To address this problem, we propose a novel edge-based
method with improved contour correspondences and pose opti-
mization. We will show that with these improvements, the edge-
based method also can achieve state-of-the-art accuracy, and can
perform even better than current region-based methods.

To search the correct object contours, region color information
is used in [SPP∗13, WWZ∗15], and leads to more robust track-
ing performance than previous edge-based methods. However, the
region color information used in these works is modelled by a
single global foreground and background color histogram, which
is insufficient to describe the complex scene, and the searching
strategy and pose optimization scheme often fail when the ob-
ject is partially occluded. Inspired by recent region-based meth-
ods [HSS17, HSSC19], we use local color histograms to model the
region color information, which can be used to suppress the clut-
tered points and search the object contour points.

To deal with unavoidable false contour edges caused by cluttered
scenes and partial occlusions in pose optimization, robust energy
function is proposed in [WZQ17, WZQ19], in which edge distance
information is used to penalize the potential false object contour
points. However, this strategy is only correct for simple weakly-
textured occluding object, and is prone to fail for well-textured oc-
cluding object with a lot of inner edges. Instead of considering only
edge distance error, our method uses the confidence of the contour
points that combines region color cue and edge distance cue to dis-
count the effect of false object contour points, and achieve bettser
robustness against partial occlusions and cluttered backgrounds.

1.2. Contributions

As mentioned above, in this paper we propose an improved edge-
based 3D tracking method in order to suppress the influence of clut-

tered backgrounds and partial occlusions. In summary, the contri-
butions of our work are as follows:

• We propose a method to search the contour points with high con-
fidence to be correct correspondences. False contour points are
first filtered out based on local color distributions, then each re-
maining point is assigned a confidence value fusing edge color
and distance cues, which would suppress the effect of cluttered
and occluded points. The final contour points are selected by
maximizing the confidence value.
• For robust pose optimization, we propose to incorporate the con-

fidence values as an adaptive weighting function, and solve the
pose parameters in IRLS iterations, which significantly alleviates
the influences of unavoidable false object contour points caused
by cluttered scenes and partial occlusions.
• Our work shows that the edge-based method also can perform as

robust as the region-based method. The proposed method greatly
outperforms previous edge-based methods on the challenging
RBOT dataset, and also has an average accuracy that is 6-10%
higher than the latest region-based method, which is a significant
improvements considering its simplicity and efficiency.

2. Related Work

In last decades, lots of different methods have been proposed for
monocular 3D object tracking [VF05, MUS15]. In the following,
we focus the discussion on monocular 3D object tracking meth-
ods, which are closely related to our work. We also introduce some
learning-based 3D object methods and 3D object detection meth-
ods, and clarify the difference between them. Monocular 3D object
tracking aims to estimate the 6DOF object pose using consecutive
RGB video frames with the initial pose of the first frame is known.
Early keypoint-based methods [SL04, VLF04b, HBN07, PLW08]
tackle this problem by matching local keypoint on the object sur-
face, so these methods require the object is well-textured and can-
not handle weakly-textured object very well.

Edge-based methods use only object contour points to estimate
the object pose, thus can effectively track weakly-textured object.
The primary interest of edge-based tracking is to search the ob-
ject contour points to establish 3D-2D correspondences. Following
the RAPID tracker [HS90], edge-based methods usually search for
strong gradient responses on 1D search lines perpendicular to the
projected contour to find object contours points. [DC02] proposes
a very simple strategy that searches the nearest edge points by the
intensity discontinuity above a certain threshold. In [MBC01] the
authors adopt a pre-computed convolution kernel to extract the ob-
ject contour points with similar orientation to the projected contour.
To avoid trapping in local minima, [VLF04a, WVS05] propose to
find multiple-edge hypotheses rather than a single edge hypothe-
sis along the search line, then multiple edge points are used for
one projected contour point in pose optimization, so as to improve
the robustness in cluttered scene. As high-dimensional statistics,
multiple-pose hypotheses methods [KM06, BC11] based on par-
ticle filtering are effective for avoiding undesirable error caused
by false contour edges. Since the poses are predicted by proba-
bilistic distributions without pose optimization using 3D-2D cor-
respondences, the overall tracking performance is less sensitive to
false contour edges. However, the computation cost is usually too
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high for real-time tracking, because these methods need to evalu-
ate large state spaces. [SPP∗13] exploits region color information
of foreground and background to evaluate image edge points, and
searches for object contour points in only confident searching direc-
tions. Since this searching scheme ignores the affinity of adjacent
object contour points, it often fails in highly cluttered backgrounds.
So [WWZ∗15] proposes to establish the relationship between ad-
jacent object contour points using a graph model, and searches the
optimal object contour points with dynamic programming. Since
these two works use a global HSV color histogram to model the
region color appearance, it is difficult to handle heterogeneous ob-
ject. Apart from using search line, another way to perform edge-
based tracking is to optimize pose with edge distance map, which
is distance transform of edges. D2CO [IP15] proposes to minimize
the distance between the projected contour and the query image
edges with edge distance map, and considers edge direction as cost
measure. This requires to compute a 3D edge distance map by dis-
cretizing edge direction into 60 layers, and thus increases compu-
tation cost. For dealing with cluttered backgrounds and partial oc-
clusions, [WZQ17, WZQ19] use particle filtering to predict a good
initial pose in edge distance map, and assign small weights to oc-
cluded or false object contour points in pose optimization. Though
these methods do not explicitly search contour edges, they actu-
ally search the nearest edge points from the projected contour as
the object contour points, because distance transform compute the
nearest distance to the edges. This simple searching scheme is un-
reliable when object and background have a lot of clutter edges. In
this paper, we also adjust the weights of object contour points, but
instead of considering only edge distance error, we combine edge
color and distance cues for better robustness against partial occlu-
sions and cluttered backgrounds.

Recently, region-based methods relying on statistical level-set
segmentation are achieving state-of-art performance in complex
and difficult conditions. PWP3D [PR12] is the foundation of the
recent state-of-art region-based methods. This work uses a single
global color histogram to compute the pixel-wise posterior prob-
ability, and formulates a unique energy function based on pixel-
wise posterior probability for simultaneous 2D segmentation and
3D pose tracking. Relying on GPGPU computing techniques, this
work becomes the first region-based method that achieves real-time
performance. [HSS16] replaces the first-order gradient descent al-
gorithm used in PWP3D with a second-order Gauss-Newton algo-
rithm, which contributes to better accuracy in pose optimization.
Since the global color histogram in PWP3D is not sufficient to de-
scribe complex scene, [JH16] proposes to build multiple local color
histograms from local circle regions along the projected contour,
which can well capture the spatial variation of cluttered background
and object appearance. Recent work [HSS17] further extends the
local color histograms by introducing temporally consistent local
color histograms, in which the posterior probabilities of overlapped
local regions are averaged. This contributes to much better seg-
mentation result and robust tracking performance. In this paper, we
also use the temporally consistent local color histograms, but they
are used for searching object contour points, not for region seg-
mentation. Successive work [HSSC19] summarizes the advances
of [HSS16] and [HSS17], and reformulates the Gaussian-Newton
optimization problem as an iteratively reweighted non-linear least-

squares problem, which leads to drastically faster convergence and
highly accurate tracking performance. [ZZ19] proposes a hybrid
tracker that combines the statistical constrains from region-based
methods and the photometric constrains based on raw pixel infor-
mation, and shows to be more stable under silhouette pose ambigu-
ities.

Recently, machine learning and deep learning techniques are ap-
plied for 6D pose tracking. Previous works [KMB∗14, TNT17]
train a random forest on RGB-D images and directly regress the ob-
ject pose. [GL17] presents the first deep learning-based 3D object
tracking method using RGB-D images, and the later work [GLL18]
improves the network architecture and achieves better tracking per-
formance. [LWJ∗18] proposes a deep neural network for 6D pose
matching, which is able to iteratively refine the pose by matching
the rendered image against the observed image. Although some
deep learning-based 3D pose refinement method can be adapted
for monocular 3D object tracking, but the training process is very
time-consuming and limits its capability for tracking unseen object,
so far it is still not adopted in the literature of monocular 3D object
tracking.

Compared to 3D object tracking that uses consecutive video
frames, 3D object detection uses only a single image to estimate
the object pose, so it requires large computation and is less accu-
rate. Early template-based 3D object detection methods [HCI∗11,
HLI∗12, RCT13] first generate a large number of 2D templates
that represent the object appearance at different poses, then the
object pose is determined by comparing the input image and the
templates. Recent deep learning-based 3D object detection meth-
ods [KMT∗17, TSF18, PLH∗19, FRM∗20] train the deep networks
to directly regress the object pose, or to matching the keypoints and
then estimate the pose via PnP algorithm. Due to the large compu-
tation burden, 3D object detection is not suitable for accurate pose
estimation on low-power devices, but it can be used to estimate the
initial pose of tracking and relocate the pose when tracking is lost.

3. Problem Statement

In this work, the pose which transforms 3D model point from the
object coordinate to the camera coordinate is represented by homo-
geneous matrix

TTT =

[
RRR ttt

0001×3 1

]
∈ SE(3). (1)

We assume that the pose TTT t−1 in previous frame is known, By com-
puting the inter-frame motion ∆TTT , the object pose TTT t in current
frame can be computed as TTT t = ∆TTT TTT t−1.

For pose optimization, the inter-frame motion ∆TTT is parameter-
ized by twist vector ∆ppp = [w1,w2,w3, t1, t2, t3]

> ∈ R6 using Lie
algebra representation, and the matrix exponential ∆TTT = exp(p̂pp) ∈
SE(3) maps a twist to its matrix representation. With the object
pose TTT , the 3D point XXX on object surface is projected into the im-
age plane with project function

xxx = π(KKK(TTT X̃XX)3×1), (2)

with π(XXX) = [X/Z,Y/Z]>. The tilde-notation marks the homoge-
neous representation X̃XX = [X ,Y,Z,1]> of XXX = [X ,Y,Z]> = (X̃XX)3×1.
The camera is calibrated, and the intrinsic matrix KKK is known.
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In order to compute the inter-frame motion ∆TTT , edge-based
methods must establish the 3D-2D correspondences between the
3D model points and object contour points. These correspondences
are used to set up a non-linear least squares problem that minimizes
the distance between the object contour point sssi and the projected
contour point mmmi corresponding to the 3D model point XXX i:

E(∆TTT ) =
1
2

N

∑
i=1
‖sssi−π(KKK(∆TTT TTT t−1X̃XX i)3×1)‖2

=
1
2

N

∑
i=1
‖sssi−mmmi‖2,

(3)

where N is the number of sssi. By solving this non-linear least
squares problem, we obtain the accurate pose of the object. The
critical problem is that the object contour point sssi corresponding to
the projected contour point mmmi must be accurately determined in the
image. However, partial occlusions and cluttered backgrounds of-
ten cause false object contour points, which easily lead to tracking
drift and tracking lost. In this work we aim to accurately search the
object contour points and properly handle the unavoidable false ob-
ject contour points caused by partial occlusions and cluttered back-
grounds.

4. Proposed Method

In this section, we first describe our method to search the object
contour points, then we present the confidence-based pose opti-
mization method for handling false object contour points. Finally,
we extend our method to multi-object tracking.

4.1. Candidate contour points

We use search lines to efficiently establish the correspondences be-
tween the projected contour points mmmi and the object contour points
sssi. As shown in Fig. 2, by projecting the 3D model into the image
plane we obtain a silhouette mask Is. The projected contour seg-
ments the silhouette mask into a foreground region Ω f and a back-
ground region Ωb. At each projected contour point mmmi, a 1D search
line li is sampled along the unit vector nnni perpendicular to the pro-
jected contour. Each search line li has Nr sampling points xxxi j in the
foreground region and background region. In order to efficiently
access the information of the search lines, similar to [WWZ∗15],
we build a bundle image B by stacking all search lines. As shown
in Fig. 2, for a bundle image B the left part corresponds to the
background region Ωb, the middle column is the projected contour
points mmmi, the right part corresponds to the foreground region Ω f
and the i-th row corresponds to search line li. Since the object con-
tour points often exist in the intensity change, we use Canny Edge
Detector to extract edges in the video frame and obtain the edge
map Ie. For each sampling point xxxi j we check whether Ie(xxxi j) is an
edge point, if so, xxxi j is labeled as a candidate point hhhi j.

4.2. Clutter points suppression

As shown in Fig. 3, there are many clutter points among the can-
didate points due to cluttered backgrounds, complex texture of the
target object and the occluding object. We exploit the edge color
cue which is modelled by the appearance of the foreground region

Figure 2: Searching the candidate contour points. Top: The search
lines are sampled along the projected contour. Bottom left: The
search lines (green lines) and the projected contour (red dots) of
the 3D model in the previous object pose Tt−1. Bottom right: Part
of the bundle image. The white dots denote the candidate contour
points hhhi j.

and the background region to filter out these clutter points and keep
only the candidate points with higher confidence. For a real object
contour point in the bundle image B (see Fig. 2), its left area should
belong to the background, and its right area should belong to the ob-
ject surface (foreground). Assuming pixel-wise independence, we
define two relative probabilities that the left area Φ

−
hhhi j

of candidate
point hhhi j belongs to the foreground and background as

P(Φ−hhhi j
|F) = ∏

xxx∈Φ
−
hhhi j

Pf (xxx) and P(Φ−hhhi j
|B) = ∏

xxx∈Φ
−
hhhi j

Pb(xxx), (4)

where Pf (xxx) and Pb(xxx) are the foreground and background pos-
terior probabilities of pixel xxx, which are calculated by temporally
consistent local color histograms [HSSC19]. The left area Φ

−
hhhi j

of
candidate point hhhi j is defined as 3 sampling pixels from xxxi, j−1 to
xxxi, j−3. The two probabilities that the right area Φ

+
hhhi j

of candidate
point hhhi j belongs to the foreground and background are defined as

P(Φ+
hhhi j
|F) = ∏

xxx∈Φ
+
hhhi j

Pf (xxx) and P(Φ+
hhhi j
|B) = ∏

xxx∈Φ
+
hhhi j

Pb(xxx), (5)

where the right area Φ
+
hhhi j

of candidate point hhhi j is defined as 3 sam-
pling pixels from xxxi, j+1 to xxxi, j+3. Then the probabilities that the
candidate point belongs to the object contour points, the foreground
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Figure 3: Clutter points suppression. Top left:The probability map
of P(hhhi j|F). Top right: The probability map of P(hhhi j|B). Bottom
left: The probability map of P(hhhi j|C). Bottom right: The remaining
candidate points after clutter points suppression.

clutter points and the background clutter points can be defined as

P(hhhi j|C) = P(Φ−hhhi j
|B)P(Φ+

hhhi j
|F),

P(hhhi j|F) = P(Φ−hhhi j
|F)P(Φ+

hhhi j
|F),

P(hhhi j|B) = P(Φ−hhhi j
|B)P(Φ+

hhhi j
|B).

(6)

Candidate point hhhi j is considered to be object contour point if
P(hhhi j|C) is larger than both P(hhhi j|F) and P(hhhi j|B). We keep
the candidate points satisfy this condition, then the clutter points
caused by cluttered backgrounds and partial occlusions are filtered
out (see Fig. 3, bottom right).

4.3. The confidence of contour points

For the remaining candidate points, we can select the candidate
point with maximum P(hhhi j|C) as the matched object contour point
of each search line li. However, this naive approach may result in
many false object contour points, especially in the presence of par-
tial occlusion and cluttered background. Therefore, we propose to
regularize the selection of image contour points with the spatial
distance to the projected model contour. When the color probabil-
ity is not fully reliable, the spatial distance could be used to remove
candidate points that may introduce large error.

To indicate the quality of each remaining candidate point, we
assign each point hhhi j a confidence value that combines the confi-
dences of spatial distance and color probability

w(hhhi j) = wd(hhhi j)wc(hhhi j), (7)

where wd(hhhi j) is the confidence calculated with spatial distance,
and wc(hhhi j) is the confidence calculated with color probability.
Since the object motion between consecutive frames is not too fast,
we assume the correct object contour points tend to have a small

Figure 4: Left: Searched object contour points sssi (green dots) in the
video frame. Right: The confidence w(sssi) of object contour point sssi.

distance to the projected contour. and the occluded object contour
points or background clutter points tend to be far away from the
projected contour. So we choose to use Tukey weight function to
calculate the confidence of candidate point hhhi j measured by spatial
distance

wd(hhhi j) =

{
[1− (D(hhhi j)/λd)

2]2 if D(hhhi j)≤ λd ,

0 otherwise,
(8)

where D(hhhi j) is the distance from the candidate point hhhi j to the
projected contour point mmmi, λd is a threshold for the maximum
valid distance. This function implies that candidate point hhhi j which
is too far from the projected contour is likely to be outlier point
caused by cluttered background or partial occlusions, so it should
have low confidence. For better balancing the effect of edge dis-
tance and color cues, confidence of candidate point hhhi j measured
by color probability is defined as

wc(hhhi j) = [1− (1−P(hhhi j|C))2]2. (9)

With wc(hhhi j) increasing with the probability P(hhhi j|C), thus giving
a higher confidence to the candidate hhhi j on correct object contour.
Then we calculate the joint confidence w(hhhi j) at each candidate
point on the search line li, and select the candidate point with the
maximum joint confidence as the object contour point sssi corre-
sponding to the projected contour point mmmi.

4.4. Pose optimization with edge confidence

With the above approach, only reliable contour points will be se-
lected for pose optimization. However, incorrect contour points
are still unavoidable in more complicated cases of cluttered back-
grounds and partial occlusions. The effect of these incorrect con-
tour correspondences must be suppressed during pose optimization.
For this purpose, we propose to incorporate the confidence of con-
tour points for adaptive weighting the energy terms. Since the con-
fidence function is in the range of [0,1], we directly incorporate it to
Eq. (3), and rewrite the energy function as a non-linear iteratively
reweighted least squares problem

E(ppp) =
1
2

N

∑
i=1

w(sssi)F
2(sssi), where

F(sssi) = nnn>i (sssi−mmmi).

(10)

As shown in Fig. 4, a non-occluded contour point is assigned with a
large weight, and an occluded contour point is assigned with a small
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weight. Therefore, the influence of the occluded contour points is
strongly suppressed, which improves robustness to partial occlu-
sions. Using the last estimated pose as an initial value, this prob-
lem can be solved by applying the Gauss-Newton optimization with
fixed weights and alternatingly using the refined pose for updating
the weights w(sssi). We denote the Jacobian of the residual by

J(sssi) =
∂F(sssi)

∂ppp
= nnn>i

∂mmmi

∂ppp
, (11)

where nnni is the normal vector of the i-th search line. ∂mmmi
∂ppp can be

derived from Eq. (2), the detail can be found in [HSSC19]. Then
the optimal Gauss-Newton update step is computed as

∆ppp =−

(
N

∑
i=1

w(sssi)JJJ(sssi)
>JJJ(sssi)

)−1 N

∑
i=1

w(sssi)JJJ(sssi)
>F(sssi). (12)

Finally, the pose is updated by applying this step as composition of
the exponential matrix of the twist ∆ppp with the previous pose as

TTT ← exp(∆ p̂pp)TTT . (13)

In order to improve robustness to large inter-frame motion, the
pose is iteratively optimized by a hierarchical coarse-to-fine ap-
proach as in [HSSC19]. For a video frame, a three level image
pyramid is generated with a down-scale factor of 2, then four it-
erations are performed at the top level, two iterations at the lower
level and one iteration at the lowest level.

In pose optimization process, it can easily happen that only a few
object contour points are searched due to heavy occlusions and fast
illumination changes. The 3D-2D correspondences computed from
such few object contour points could typically be less trusted. To
handle this case we compute the matching rate which is the pro-
portion of searched object contour points in all sampled projected
contour points. If it is less than 10%, we do not perform pose opti-
mization and keep the pose parameters unchanged. When the object
is far from the camera or partially moves out of the frame, the ob-
ject region only contains a small amount of pixels. This could also
result in error-prone correspondences that make the optimization
converge to a local minimum. We compute the 2D bounding rect-
angle of the projected 3D bounding box of the model. If its area is
less than 3600 pixels, the current pose keeps unchanged and move
to the lower pyramid level image, or the estimated pose is accepted
and used to update the current pose. This pose updating strategy
is important to enforce temporal consistency in pose optimization
which improves the robustness of pose tracking, because the error
could accumulate in several iterations and degrade the overall opti-
mization quality.

4.5. Extension to multi-object tracking

Similar to [HSSC19], our method can be extended to track multi-
ple objects simultaneously. For this each object is represented by
its own 3D model, by rendering all models with a unique color that
corresponds to its object index k, we obtain a common silhouette
mask image Is. Then we can extract respective projected contours
that segment the silhouette mask image into corresponding fore-
ground regions Ω

k
f and background regions Ω

k
b (see Fig. 5).

When each object is not occluded by other objects, the pose of

Figure 5: Occlusion handling when tracking multiple objects. Left:
Common silhouette mask Is, which is generated by rendering each
object model with a unique color equals to its object index. A box
is occluded by a squirrel in the scene. Right: The projected contour
points of the box object. The occluded contour points (marked as
red) are discarded in pose optimization.

each object is optimized regardless of the other objects. However,
in case of mutual occlusions, the overlapped foreground regions
will cause occluded projected contour points, which do not belong
to the real contour of the objects. These occluded projected contour
points (marked red in Fig. 5) may result in false 3D-2D correspon-
dences, so they must be correctly detected and handled for pose
optimization. We use the silhouette mask image Is and depth image
Id to detect the occluded contour points. For a projected contour
point mmmi = xxxi j, we check the sampling point xxxi, j−1 ∈ Ω

k
b which is

in the background region and adjacent to xxxi j, if the object index
Is(xxxi, j−1) is identified as other object and the depth Id(xxxi, j−1) is
less than the depth of the projected contour point Id(mmmi), meaning
that other object is in front of the current object, then mmmi is con-
sidered to be occluded contour point. Since these occluded contour
points will move the pose optimization to a wrong direction, they
are discarded in pose estimation.

5. Experiment

In this section we first provide detail description and param-
eters settings of the implementation. Then we provide exten-
sive evaluation in public OPT dataset [WLT∗17] and RBOT
dataset [HSSC19]. We compare the proposed method with two
edge-based methods [WWZ∗15, WZQ19] and two state-of-art
region-based methods [HSSC19, ZZ19]. Finally, we demonstrate
the application to augmented reality. For all of these experiments
we evaluate our implementation on a laptop with Intel i5 8300H
CPU, Intel UHD630 GPU and 16GB RAM.

5.1. Implementation details

We render the 3D models with OpenGL, and obtain the silhouette
mask image Is and depth image Id . In order to extract projected con-
tour points mmmi in silhouette mask image Is, we first use OpenCV
function findContours to extract all contour points. Then we
discard the contour points on the image border, since they are not
the real contour points. Given the depth image Id , we use OpenGL

c© 2020 The Author(s)
Computer Graphics Forum c© 2020 The Eurographics Association and John Wiley & Sons Ltd.

404



H. Huang et al. / An Occlusion-aware Edge-Based Method for Monocular 3D Object Tracking using Edge Confidence

function gluUnProject to compute the 3D model points MMMi cor-
responding to projected contour points mmmi, which is required for
computing the derivatives of energy function. In order to speed up
tracking, all image processing procedures (e.g. canny edge detec-
tion and contour points extraction) are restricted in a 2D ROI (re-
gion of interest) which is given by expanding the bounding box of
the object silhouette by 16 pixels in all directions. The length of the
search lines Nr is set to 25 points (12 foreground points, 1 contour
point, and 12 background points). The parameter λd in Eq. (8) is
set to 10.

5.2. Evaluation on OPT dataset

The OPT dataset [WLT∗17] contains 6 objects and 552 real-
world image sequences with a total number of 79,968 frames at
1920×1080 px resolution. The dataset covers different camera mo-
tion and lighting condition. However, it does not contain cluttered
backgrounds and partial occlusions. The objects are placed in en-
tirely white background (see Fig. 6). We use the same evaluation
metric as that in [WLT∗17]. The pose error is computed as

e(TTT ) =
1
n

n

∑
i=1
‖(TTT XXX i−TTT gtXXX i)‖, (14)

where TTT gt is the ground truth pose, XXX i is a vertex of the 3D object
model. The tracking is considered to be successful if e(TTT )< kedm,
where dm is the diameter of the 3D model (the largest distance be-
tween vertices) and ke is a tunable threshold. Then the tracking
success rates (the percentage of successfully tracked frames) are
measured by varying ke ∈ [0,0.2] in a precision plot. The track-
ing performance is evaluated in form of AUC (area under curve)
score, where the tracking success rates (0∼100) are integrated for
all ke ∈ [0,0.2] (so the range of AUC score is [0,20], higher is bet-
ter). For each image sequence, the ground truth pose is only used
to initialize tracking at the first frame, and the pose is never reset to
ground truth when tracking is lost.

Figure 6: Sample images of the OPT dataset.

Table 1: Evaluation results in the OPT dataset (AUC scores). TR:
translation, ZO: zoom, IR: in-plane rotation, OR: out-of-plane ro-
tation, FL: flashing light, ML: moving light, FM: free motion.

Method TR ZO IR OR FL ML FM
[WWZ∗15] 6.89 7.18 9.89 7.96 10.67 10.30 1.22
[WZQ19] 5.27 5.07 5.92 5.41 0.53 9.06 1.29
[HSSC19] 9.11 6.48 7.48 8.36 7.26 8.17 1.87

Ours 9.13 6.53 9.61 9.99 9.85 10.69 4.71

Tab. 1 shows the results for each method with respect to dif-
ferent motion patterns and lighting conditions. Authors of [ZZ19]
do not provide results in the OPT dataset, so it is not listed
here. Our method performs comparable with the edge-based
method [WWZ∗15], and better than the RBOT method [HSSC19]
and [WZQ19]. Compared to [WWZ∗15], our method shows ob-
vious advantage in case of translation (TR) and free motion (FM)
conditions, because [WWZ∗15] cannot find blurred edges in frames
containing motion blur, and it cannot properly handle large inter-
frame motion without hierarchical coarse-to-fine pose optimiza-
tion strategy. Note that as mentioned above, the OPT dataset con-
tains only white background, in which case the advantages of
our method and [HSSC19] cannot be shown. [WWZ∗15] use dy-
namic programming to optimize the object contour, so in this case
it can be more stable. However, in real environments with clut-
tered backgrounds and occlusions, the performance of [WWZ∗15]
will be reduced dramatically, as will be shown below. The results
also show the limitation of [WZQ19]. Since distance transform al-
ways searches edge points nearest to the projected contour point,
this simple searching scheme will cause many false object contour
points when the object or background contains clutter edges. Note
that the pose is never reset to ground truth when tracking is lost, so
the evaluation results in OPT dataset may be misleading. For exam-
ple, if tracking is lost in the early frames, the score will be very low,
such as the scores in free motion (FM) condition, but this does not
mean the tracker cannot track the object in the remainder frames, if
the tracker is reset with ground truth pose.

5.3. Evaluation on RBOT dataset

The RBOT dataset [HSSC19] contains 18 objects and 72 image
sequences. The objects vary in shape and texture, including well-
textured and weakly-textured objects. Each image sequence con-
tains 1000 frames of 640×512 px resolution. This dataset is semi-
synthetic, in which the virtual objects are rendered with OpenGL
and composed with a real background video captured with a hand-
held camera. In order to increase realism, the objects are rendered
with anti-aliasing and blurred using a 3×3 Gaussian kernel. In or-
der to increase complexity, for each object the dataset composes 4
different variants of image sequences: regular, dynamic light, noisy,
and occlusion. We handle the occlusions in two different ways as
in [HSSC19]. For the case of modelled occlusion, both the varying
object and the occluding object are tracked simultaneously and the
occlusions are handled using method described in Sec. 4.5. For the
case of unmodelled occlusion, only the varying object is tracked,
and the pose of the occluding object is unknown, so it is more
difficult to be handled. With the additional occlusion variant, we
actually need to process 5 variants of 90 image sequences (total
number of 90,000 frames). We use the same evaluation metric as
that in [HSSC19]. For each frame we compute the translation error
e(ttt) = ‖ttt− tttgt‖ and the the rotation error

e(RRR) = cos−1

(
trace(RRR>RRRgt)−1

2

)
. (15)

If e(ttt) is below 5 cm and e(RRR) below 5◦, the tracking is considered
to be successful. Otherwise, the tracking is considered to be lost,
and the pose is reset to the ground truth.
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Table 2: Evaluation results in the RBOT dataset (Tracking success rates in % ). REG: Regular, DYN: Dynamic light, NOI: Noisy, UOC:
Unmodelled occlusion, MOC: Modelled occlusion. The best scores are in bold.
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REG

[WWZ∗15] 13.3 13.3 16.1 16.0 15.1 14.6 19.3 14.0 13.9 16.6 16.5 11.0 13.4 15.6 8.7 15.9 13.5 18.2 14.7
[WZQ19] 22.4 19.4 22.9 21.3 23.3 19.8 20.7 23.1 22.7 22.4 20.5 21.2 19.7 22.2 21.0 23.0 24.9 22.6 21.8
[HSSC19] 85.0 39.0 98.9 82.4 79.7 87.6 95.9 93.3 78.1 93.0 86.8 74.6 38.9 81.0 46.8 97.5 80.7 99.4 79.9

[ZZ19] 82.6 40.1 92.6 85.0 82.8 87.2 98.0 92.9 81.3 84.5 83.3 76.2 56.1 84.6 57.6 90.5 82.6 95.6 80.8
Ours 91.9 44.8 99.7 89.1 89.3 90.6 97.4 95.9 83.9 97.6 91.8 84.4 59.0 92.5 74.3 97.4 86.4 99.7 86.9

DYN

[WWZ∗15] 13.1 12.2 15.3 15.9 14.4 14.2 18.8 12.3 14.0 15.8 16.2 12.7 13.0 14.9 8.8 14.3 12.4 18.1 14.2
[WZQ19] 20.7 19.9 23.7 21.5 23.5 22.4 20.1 21.9 22.7 23.8 19.9 22.4 18.2 24.4 20.8 22.4 24.4 23.6 22.0
[HSSC19] 84.9 42.0 99.0 81.3 84.3 88.9 95.6 92.5 77.5 94.6 86.4 77.3 52.8 77.9 47.9 96.9 81.7 99.3 81.2

[ZZ19] 81.8 39.7 91.5 85.1 82.6 87.1 98.1 90.7 79.7 87.4 81.6 73.1 51.7 75.9 53.4 88.8 78.6 95.6 79.0
Ours 91.8 42.3 98.9 89.9 91.3 87.8 97.6 94.5 84.5 98.1 91.9 86.7 66.2 90.9 73.2 97.1 89.2 99.6 87.3

NOI

[WWZ∗15] 10.4 10.3 12.3 14.5 6.5 8.4 16.6 11.4 6.9 9.3 17.5 3.7 5.6 11.4 5.8 9.6 7.3 12.9 10.0
[WZQ19] 19.8 21.4 21.2 21.0 22.0 20.3 19.8 21.2 22.4 20.4 20.4 20.7 19.1 20.4 20.9 20.6 21.0 20.8 20.7
[HSSC19] 77.5 44.5 91.5 82.9 51.7 38.4 95.1 69.2 24.4 64.3 88.5 11.2 2.9 46.7 32.7 57.3 44.1 96.6 56.6

[ZZ19] 80.5 35.0 80.9 85.5 58.4 53.5 96.7 65.9 38.2 71.8 85.8 29.7 17.0 59.3 34.8 61.1 60.8 93.6 61.6
Ours 89.0 45.0 89.5 90.2 68.9 38.3 95.9 72.8 20.1 85.5 92.2 26.8 15.8 66.2 52.2 58.3 65.1 98.4 65.0

UOC

[WWZ∗15] 12.1 12.0 14.6 13.9 13.5 14.7 18.4 13.1 13.2 16.8 17.0 11.6 11.6 15.1 8.0 14.3 14.3 16.7 13.9
[WZQ19] 21.8 19.2 23.4 21.2 22.1 20.2 21.6 21.1 22.3 22.5 19.5 20.5 18.6 23.5 20.7 22.4 24.7 23.0 21.5
[HSSC19] 80.0 42.7 91.8 73.5 76.1 81.7 89.8 82.6 68.7 86.7 80.5 67.0 46.6 64.0 43.6 88.8 68.6 86.2 73.3

[ZZ19] 77.7 37.3 87.1 78.7 74.6 81.0 93.8 84.3 73.2 83.7 77.0 66.4 48.6 70.8 49.6 85.0 73.8 90.6 74.1
Ours 86.2 46.3 97.8 87.5 86.5 86.3 95.7 90.7 78.8 96.5 86.0 80.6 59.9 86.8 69.6 93.3 81.8 95.8 83.6

MOC
[HSSC19] 82.0 42.0 95.7 81.1 78.7 83.4 92.8 87.9 74.3 91.7 84.8 71.0 49.1 73.0 46.3 90.9 76.2 96.9 77.6

Ours 87.8 45.5 98.1 87.2 89.0 89.8 95.1 91.4 77.4 97.1 87.7 83.0 62.5 88.6 69.7 94.1 86.0 98.9 84.9

Runtime

[WWZ∗15] 42.6 40.7 40.8 39.1 46.8 44.5 40.1 42.5 44.1 43.2 38.2 47.4 41.6 40.8 51.4 43.0 48.0 39.6 43.1
[HSSC19] 33.2 36.1 37.7 32.4 33.6 34.7 34.9 26.9 31.9 36.1 31.5 32.3 33.6 34.5 28.8 37.8 33.8 35.5 33.6

Ours 32.1 36.1 33.6 32.8 32.6 34.8 33.0 30.2 32.6 34.0 31.8 32.2 33.9 33.9 31.4 35.6 33.1 33.6 33.1

Tab. 2 summarizes the tracking success rates (SR) for all se-
quences. The results show that our method achieves the best SR
scores on 78 out of the 90 sequences, and obtains the highest av-
erage SR score on all of the 5 variants. The edge-based meth-
ods [WWZ∗15,WZQ19] achieve poor accuracy, because their con-
tour searching schemes are sensitive to cluttered backgrounds. Our
method improves the average SR score by about 6% compared
to the recent state-of-art region-based methods [HSSC19, ZZ19].
This can be explained by the proposed contour searching strategy,
since the edge confidence w(sssi) that combines edge color and dis-
tance cues can suppress the clutter edges in cluttered backgrounds.
Specifically, for the sequences of unmodelled occlusion variant our
method achieves the best SR scores on all 18 sequences, and the av-
erage SR score is improved by 10% compared with the state-of-art.
This proves the advantage of the proposed occlusion handling strat-
egy, since edge confidence w(sssi) generally reduces the influence of
the occluded edges in pose optimization. However, our method per-
forms less accurate for objects with a less distinct color (e.g. Can,
Cube and Glue), owing to the similarity in the appearance of these
objects to the background, and the tracking performance is worse
for objects with symmetrical structure (e.g. Baking Soda, Glue and
Koala Candy), due to the silhouette ambiguity in some pose.

In order to verify the effectiveness of using edge color and dis-
tance cues for improving the tracking accuracy, we setup up differ-

Table 3: The effect of different combinations of edge color and
spatial distance for contour searching and pose optimization.
The shown accuracy is the same as that in Tab. 2. CS=color
based (contour) searching, CDS=color+distance based search-
ing, DW=distance based weighting, CDW=color+distance based
weighting. Please see the text for more explanations.

Variant CS CDS
CDS+
DW

CDS+
CDW

REG 73.4 76.8 82.1 86.9
DYN 72.6 76.6 82.4 87.3
NOI 44.9 49.6 59.2 65.0
UOC 62.3 66.2 75.1 83.6
MOC 71.6 74.6 78.7 84.9

Average 64.9 68.7 75.5 81.5

ent combinations of edge color and distance cues in object contour
points searching and pose optimization, and summarize the aver-
age tracking SR scores in Tab. 3. When only using the proposed
edge color cue in object contour points searching (CS column), the
candidate points hhhi j on the search line li with maximum P(hhhi j|C)
is selected as the object contour point sssi. The tracking performance
outperforms the previous edge-based methods [WWZ∗15,WZQ19]
by a large margin, which proves that the edge color probability
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Figure 7: Analysis of edge confidence for dealing with partial occlusions in cluttered backgrounds. The first to the fourth column: input
image, foreground probability map, searched object contour points (green dots) and confidence of each object contour point.

P(hhhi j|C) can suppress clutter points as described in Sec. 4.2. When
using the proposed edge confidence which combines edge color
and edge distance in object contour points searching (CDS col-
umn), the average SR scores is improved by 4%, which proves the
effectiveness of the confidence-based searching strategy proposed
in Sec. 4.3. Based on this, when only using traditional edge dis-
tance to weight the energy function (CDS+DW column), the track-
ing performance already outperforms the current state-of-the-arts.
When using the the proposed edge confidence which combines
both edge color and edge distance to weight the energy function
(CDS+CDW column), the average SR score of our method out-
performs [HSSC19, ZZ19] by ∼7%, which proves the effective-
ness of the confidence-based pose optimization method proposed
in Sec. 4.4.

5.4. Analysis of edge confidence

In order to demonstrate the effectiveness of the edge confidence in
object contour searching and pose optimization, as shown in Fig. 7,
we select some frames that contain partial occlusions and cluttered
backgrounds, and visualize the confidence of each object contour
point in the confidence map. The frames in the first and second rows
are selected from RBOT dataset, in which the target objects are oc-
cluded by a squirrel object. The frames in the third and fourth rows
are selected from real world videos, in which the target objects are
occluded by user’s hand. Partial occlusion results in many misclas-
sified pixels (outliers) in the corresponding probability map which
will lead to many false object contour points in the occluded region,
but the clutter points caused by occlusions are almost filtered out by
the proposed clutter points suppressing strategy, and the remaining
clutter points are assigned with small confidences (see the points in
red rectangle), so we can reduce the negative impact of these clutter
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Figure 8: Application to augmented reality. Top: RGB video frames. Bottom: Augmented frames. Based on the estimated pose, the augmen-
tations remain precise in the scenes containing cluttered backgrounds and partial occlusions.

points in pose optimization and improve robustness against partial
occlusions.

5.5. The time cost

Tab. 2 also shows the average runtime (in ms) measured with
the first three image sequences of each object. Note that the run-
time is related with several factors, including the mesh size of the
3D model, the distance of the object from the camera (affecting
the size of the object projection). Our method achieves real-time
performance (30 - 40 Hz) for image frames with a resolution of
640× 512, and the average runtime is 33.1 ms per frame (render-
ing: 56.2%, object contour points searching: 19.6%, pose optimiza-
tion: 5.7%, and the update of color histogram: 18.5%), which is
comparable with [HSSC19] and less then [WWZ∗15]. The runtime
of [WZQ19] is too high (∼1000 ms) due to the time-consuming
particle filtering process, so it is not listed in Tab. 2. Currently, we
do not utilize parallel computing for acceleration, the runtime of
our method can be further reduced by exploiting multi-thread or
GPGPU computing techniques.

5.6. Application to augmented reality

Augmented reality (AR) needs to seamlessly insert virtual objects
in an real image sequence. In order to accomplish this task, it re-
quires the virtual objects to be aligned with the real objects in an
accurate and visually acceptable way. Our method can solve this
problem due to its high accuracy and real-time performance. As
shown in Fig. 8, the real objects can be realistically occluded by the
virtual augmentations since their poses are accurately estimated.
What makes it more reliable for AR systems, is that our method can
handle fair amounts of cluttered backgrounds and unmodelled oc-
clusions (e.g. by user’s hand) when the user manipulate the objects
in complex scenario. Therefore, this further allows AR systems to
use arbitrary real object (with known 3D model) as input device for
motion tracking.

6. Conclusion and Limitation

In this paper, we proposed an edge-based method to improve the
robustness of monocular 3D object tracking against cluttered back-
grounds and partial occlusions. In searching of the optimal object
contour points, candidate points are first evaluated with edge color
to filter out numerous false edge points, and the optimal object
contour points are searched by comparing their edge confidence
which is measured by region color and spatial distance. Then in
pose optimization, the edge confidence is also used to weight the
energy terms at each object contour points in order to reduce the
influence of false object contour points. As the newly defined edge
confidence captures the color and distance properties of the object
contour points, the object contour point searching and pose opti-
mization are more robust to cluttered backgrounds and partial oc-
clusions.

However, our method still has the following limitations consid-
ering more general applications. Firstly, our method uses only the
object contour points for pose estimation, it is therefore prone to
fail for the objects with symmetrical structure (e.g. Baking Soda,
Glue and Koala Candy from the RBOT dataset), since the pro-
jected contour are ambiguous in some pose. In future work, we
consider combining the inner structural information of the object
to further improve the tracking performance. Secondly, our method
is still prone to fail when the object is heavily occluded or moves
out of the camera’s view, since we only focus on pose estimation
using consecutive frames, and do not involve automatic pose re-
covery when tracking is lost. In future work, we consider utilizing
3D object detection for the relocalization of our 3D object tracking
system.
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