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Abstract—In this paper, we consider the embedding problem
of Chinese new word with respect to its conceptual definition
or description, which is especially important for understanding
specialty documents. We present a two-stage model to learn
the Chinese new word embedding, where the first encodes the
information of character components and context, and the second
aggregates the semantics of multiple texts. We perform extensive
experiments to verify the proposed method and the results
outperform the state of art methods on both direct semantics
verification and advanced NLP tasks. Comparing with previous
methods that require a corpus or an elaborately designed dataset
for learning a new word embedding, our method requires only
a few pieces of text and supports the evolution of meanings. We
also experimentally verify the effects of different parts of model,
the number and types of conceptual texts. Finally, we present
some biology texts to illustrate whether the specialty semantics
are encoded in the word embedding.

Index Terms—Conceptual Text, Word Embedding, Aggregation

I. INTRODUCTION

Word embeddings are defined as the quantification of dis-
tributed attributes in a dense linguistic space [1], which are
often learned by the relationships between a target word and
its appearance contexts. The introduction of word embedding
in deep network has greatly improved the performance of most
natural language tasks, such as text classification [2], named
entity recognition [3], machine translation [4] and question
answering [5].

The current mainstream method is to collect a large corpus
to train the embeddings for words. Since the occurrences of
most words in vocabulary are large enough, it can get a good
result. However, the mainstream method is not applicable for
the specialty words in a new area, which resides on two
aspects: the low frequency of these words in a common corpus
and the specialized semantics are less contained in the corpus.
Specialty words refer to the unified representation of some
specific things in a specific field, such as the "Indomethacin” in
the medical field. According to the MIT statistics [6], the ratio
of occurrences of out-of-vocabulary(OOV) words is close to
10%. This is a natural phenomenan of language in the progress
of science, technology, culture etc. Since specialty words often
have an important role in a sentence, i.e. keywords, the missing
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of word embeddings may hinder the understanding of these
professional documents.

To solve this problem, some works use the component
information of a word to learn the embeddings. Pinter et al.
[7] proposed the mimic method to represent a word by its
subword embeddings and show that with these embeddings the
performances on some natural language tasks are better than
with value <unk> on unknown words. For Chinese, Zhang et
al. [8] integrated the features of stroke, structure and pinyin
for word embeddings, which also improved the performances
of some NLP tasks. These methods are not appropriate for
the specialty words whose semantics are not contained in
the word components. Another type of methods adopt several
pieces of text or an elaborately designed data set to learn low-
frequency word embeddings. Hu et al. [9] used the attention-
based hierarchical context model to learn embeddings. Schick
et al. designed a data set of keyword pairs. Each pair is
obtained from the relation in WordNet, such as <bike> is a
<bicycle>. They presented the one-token approximation (OTA)
method [10] to obtain a multi-token word embedding and
conclude that the integration of components and context can
better capture the semantics of rare words. However, the usage
of a specialty word are different with that of usual word such
that their embeddings can not be learned as normal.

To tackle these issues, we consider the embedding problem
of Chinese new words with conceptual texts. Since conceptual
text is the exact description of the essential characteristics
of a thing or the connotation of an attribute. Compared
with other methods, it does not require a larger copus for
training, which is efficient and especially imporatant for a
new professional field. In addition, we also use the forward
attention that conforms to the Chinese expression and propose
an aggregation method to support an incremental update of
embeddings. The contributions are summarized as follows:

o We present a two-stage model to learn a word embed-
ding. The first is a dual attention model to predict an
OOV word embedding based on a conceptual text, which
integrates the contextual and structural information. Since
a word semantics are related to the position and role
that undertakes in a sentence, we add the part-of-speech
and location information to assist encode the context by
the self-attention layer. The forward attention layer helps



encode the sequential usage of Chinese expression.

o Additionally, the semantics of a new word evolve with
the usages and the conceptual text is often in the form
of a few pieces. To support an incremental update of
embeddings, the second part of our model aggregates the
semantics of multiple texts. This is especially important
for the new words with a few shots and is applicable in
practice.

« We perform extensive experiments on six datasets to ver-
ify the effectiveness of our model. The direct verification
by similarity task focuses on the semantics of the learned
embeddings and the advanced NLP tasks further justify
whether they benefit the succeeding tasks. Then we exam-
ine how different parts of model, the number and types of
text influence the results. Besides, we choose Biology as
the specialty domain to verify whether characteristics of
new words are encoded in embeddings. The source code
and dataset of this paper can be obtained on Github. !

The rest of this paper is organized as follows. Sec. II
introduces related works. In Sec. III we present the proposed
embedding method. Sec. IV introduces the datasets and the
experimental results. Finally, we conclude this paper.

II. RELATED WORK

The concept of distributed representation of words was
coined by Rumelhart [11] that reflect the semantic correlations
between words in a continuously dense space. Currently, the
widely adopted methods learn the word embeddings from a
large corpus, such as the word2vec model [1] using either
CBOW or Skip-gram as the target objective, the Glove model
[12] considering both the global statistics and local context,
and Elmo [13] modeling words in a dynamic linguistic context.

Another kind of methods infer word embeddings based on
their characters. Facebook AI Research [14] use n-gram as
word features for English word representation learning. For
Chinese, the CWE model [15] extracts the semantic infor-
mation from Chinese characters and sums the embeddings of
composed characters and subwords as a word embedding. Yu
et al. [16] proposed the JWE model to jointly take into account
the embeddings of words, subword and fine-grained character
components. JWE predict the target word embedding by aver-
aging the word embeddings, character embeddings and fine-
grained character embeddings in the word context. Considering
the special attributes of Chinese, morphological information
are introduced to learn Chinese word embeddings. Yin et al.
[17] proposed a Multi-Granularity Embedding (MGE) model,
which represents the context as a combination of surrounding
words, characters, and radicals of the target word. The cw2vec
model [18] adopts the n-gram stroke features of a word
instead of the word itself for training. For example, " %4
(wisdom)" is divided into " % (knowledge)" and " FI (say)".
GWE [19] model can improve the effect by encoding from
a bitmap through image convolution. Chen and Hu propose
a dual channel network, where one is CBOW model and the

tgithub.com/Splab-Code/CTE

other is character, component and radical information module
[20]. Yang et al. [21] presented a character-enhanced Chinese
word embeddings model (CCWE) based on Skip-gram. They
introduced two tasks to train character and word embeddings
simultaneously and the experimental results are better than
the baseline models. These methods require a large corpus for
training. If a word has less appeared in the training process,
the word embedding can not be learned well.

To tackle the problem of rare appeared word embedding,
Pinter et al. [7] used the embeddings of component characters
and subwords. Experimental results showed that the perfor-
mance of some advanced NLP tasks by these embeddings is
better than with value <unk> on these words. Timo Schick et
al. presented one-token approximation (OTA) [10], a method
that obtains an embedding for a multi-token word and achieved
great results in their own data set.After that, they introduce
another BERTRAM [22], a model that integrates BERT into
Attentive Mimicking [23]. In this way, they realized the deep
integration of surface form and context, so as to obtain
better representations for rare words. Hu et al. [9] proposed
the attention-based hierarchical context model and adopt the
cosine similarity as the objective function. This model does
not encode the sequential usage of Chinese expression, which
is often helpful for word semantics. Patel et al. [24] added
subword co-occurrence information on the basis of word2vec.
They combined the subword and context co-occurrence infor-
mation linearly to learn the OOV word embeddings. These
methods obtains a word embedding in an efficient way with
only a few texts rather than a corpus. But they are not
applicable for the specialty words since their semantics are
less clarified in the usage text.

III. Tae ConcepTuaL TEXxT EMBEDDING MODEL

In this paper, we consider the embedding problem with
respect to conceptual definition or description for a Chinese
new word. For a new word w, = cice...c,, we are given
the concept description in the form of one or more pieces
of text t = wiwsg...w, ...w,, where ¢;,i € [l.n] is the
word component character, and wj,j € [l..m] is a word.
The proposed model consists of two parts: the embedding
generation and the semantic aggregation.

A. Embedding Generation.

We first generate a preliminary embedding by a BiLSTM
using the characters of w,, as illustrated at the top left in
Fig.1. Comparing with marking the OOV word as a special
value in traditional methods, this approach utilizes the char-
acteristics of Chinese words since they often express general
meanings or different aspects of the word. For example, fif
1t (Flower) refers to fresh flowers. Each character, i (Fresh)
or f£ (Flower), contains more general meanings. The final
hidden states of bidirectional LSTMs are concatenated as the
preliminary embedding e,, for word w,,, as equations 1-2.
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Fig. 1. The Conceptual Text Based Word Embedding Model.
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Then another BiLSTM is used to encode the sentence
information, where each cell accepts the embedding e; of
word w; and its part of speech information (POS) e; pos. as
equations 3-4. The embeddings of POS categories are trained
in the same process and the POS of w,, is set a specific value.

ew; = e;De;_pos 3)
he = BiLSTM® (€w,, hi_,),i € [1..m] )

The dual attention layers include the self-attention layer
and the forward value attention layer. The purpose of the
self-attention layer is to capture both the internal correlations
and the global information of text, shown in equations 5-6. It
accepts the hidden layer vector hi and outputs g; using the
activation function. Each word gets a new feature vector p;
with the context information.

q; = vTtanh(Wohs + b,) )
exp(gs)
&= =m (6)
> i—1 €zp(qe)
H; = a;hg (7

The second layer is the forward attention layer. Considering
the sequential usage of Chinese expression, this forward atten-
tion can remain previous content for each step, as equations
8-9. Both the current step information p; and the previous
step vector p,_, are combined together and tanh is adopted
for non-linear projection to w.

fi = wltanh(Wspi_1 + Vs + bs) (®)

5 _canld)

= —t 9
ST exp(fe) ©)

g=> dip;
=1

Finally, a MultiLayer Perceptron Network is used for em-
bedding predication, i.e. € = MLP(g). We adopt the Eu-
clidean distance as the loss function to compare the predicted
embedding with the pre-trained embedding e, where A is the
regularization coefficient and 0 denotes the involved param-
eters. Since the residuals are very small, we take the form
log(xz + 1) in the implementation.

L=|é~el*+Al6]3

B. Semantic Aggregation

(10)

Y

The aggregation model is proposed to combine the se-
mantics of multiple texts, as the below part of Fig.1. Given
K € NT different texts, we can learn the set of embeddings
{e1,e9, -+ ,ex},er € R4k € [1..K] of these texts by the
Embedding Generation model, where d is the dimension of
embedding. For easy narration, we denote them by matrix
M € R4 We introduce two forms of interaction network
for semantic aggregation. The 1-D CNN is applied for each
column of M to encode the dimensional correlations and the
MLP network encodes the interactions between dimensions.

We set L filters and let W; € R ! be the I-th filter weights.
The filter W; is applied to every column, where m;F denotes
the operation on column j of matrix M. Then the feature
map < is computed and the max pooling is performed on
each dimension to get the final feature representation m;- of
column j, as equations 12-13. Finally, the K word embeddings
{e1,ea, -+ ,ex} and the filter results m = [mq;ma;- - ;M4
are together fed into MLP for predicting the new word embed-
ding, e* = MLP([e1;ez2;...;ex;m]). We adopt the loss
function similar with formula 11.

vj1 = RELU(Wm] + by) (12)



TABLE I
HYPER-PARAMETERS SETTING.

Hyper-parameter Name Value
Char emb size 300
Word emb size 300
BiLSTM output dim 400
CNN num of filters 100
CNN filter size [200.1]
Epochs 20
Learning rate 0.001
Dropout rate 0.5
Batch size 256
mj = Maz([¥j 1, %2, ¥5,L) (13)

IV. EXPERIMENTS
A. Data Set and System Settings

For the pre-trained Chinese word embeddings, we adopt
the dataset provided by Li et al [25] since they have
achieved good results in the word analogy experiments on
both CA-translated? and CAS8 datasets3. These embeddings
were learned using the statistics on word co-occurrence and
n-grams in Chinese Wikipedia corpus. Since it is difficult to
find the set of words with conceptual texts, we first train our
mode on this corpus by randomly choosing the texts where
target words appeared and the occurrences of each word is
larger than 5. The ratios on different types of word in the
vocabulary are noun:verb:adjective:adverb 9:1:1:1. Then the
model is fine tuned on a set of words with conceptual texts.

For test data, we select the words as the targets that neither
appeared in the pre-training set nor are encountered during
the model training. We also try different numbers of shots
for each word to generate the embeddings so as to verify the
performance of our aggregation model.

The models are trained on NVIDIA Geforce RTX 2080 Ti
with Tensor-flow [26] and Adam optimizer [27]. The hyper-
parameters used in our model are given in Table I. These
parameters are obtained through many trials and we select the
best.

B. Comparison Methods

o Word2Vec(Mikolov et al.,2013) is currently the most
popular method that contains Skip-gram and CBOW
models. Both are used as our baselines.

¢ Glove(Pennington et al.,2014) incorporates the infor-
mation on both global matrix decomposition and local
sliding window with a log-linear regression. It is also
one of the most universal models at present.

o« JWE(Yu et al.,2017) focuses on Chinese corpus, where
the word embeddings are learned by adding radical infor-
mation of Chinese characters. The work collected 13253
radicals in the experiments.

2github.com/Embedding/Chinese- Word- Vectors/tree/master/testsets/CA _
translated
3github.com/Embedding/Chinese- Word- Vectors/tree/master/testsets/CA8

TABLE II
CompaRISON REsuLTs ON WoORD SiMILARITY Task (p X 100).

Methods Word Similarity
Wordsim-240 Wordsim-296

Skip-gram* 442 44.4
CBOW* 47.0 50.2
Glove* 45.5 443
JWE* 48.0 52.7
Cw2vec* 50.4 52.7
EV-20 46.3 47.8
MIMIC17 47.2 49.5
CTE+1-shot 47.7 50.0
CTE+3-shot 499 53.2
CTE+5-shot 50.1 53.4

Baseline* results are from the paper (Cao et al. 2018)

e Cw2vec(Cao et al.,2018) exploits stroke-level informa-
tion so as to encode the semantics and morphological
information of Chineses.

« MIMIC17(Pinter et al.,2017) is an efficient way to learn
the embedding of a new word by combining character
information using RNN.

o EV-20(Patel et al.,2020) is a word2vec inspired model.
It learns OOV word embeddings through the combination
of the context clue and subword embeddings.

e CTE is our model.

¢ CTEc is a variant of our model. It adopts CNN instead
of BiLSTM to process the character information of new
word.

C. Word Similarity Task

The word similarity task directly tests the learnt embeddings
on how well the semantic proximity and correlation between
two words are modeled. We perform the task on data sets
wordsim-240 and wordsim-2964, which are widely adopted to
verify word embeddings. Each pair of words is manually given
a score between 0-10 or 0-5 based on the relevance of the
words. We compare the annotated scores with the similarity
scores computed by different methods. The Spearman coeffi-
cient p is as an evaluation index of the dependence of two
series of values. In the experiment, for each pair of words, we
randomly select one to infer its embedding by using our model
and the other is the pre-trained oracle embedding. To verify the
influence of the number of texts for embedding aggregation,
we adopt different shots, i.e. 1, 3 and 5 respectively, to learn
word embeddings with our model.

From the experimental results in Table II, we can see that
on dataset wordsim-296, our model achieves the best among
all compared methods. Even with 3 shots, our model outper-
forms the best baseline result of Cw2vec, which illustrate the
robustness of model on fewer texts. Besides, the performance
of our method increases with an increasing number of texts.
For dataset wordsim-240, our method is a little less than the
best Cw2vec. The reasons reside on two sides: Cw2vec learned

4github.com/Leonard- Xu/CWE



TABLE III
PErRFORMANCE COMPARISON ON DOwWNSTREAM NLP TAsks.

Methods TC NER POS Tagging
Acc Boson-F1 MSRA-F1 Acc New words Acc
Skip-gram 95.63 49.99 86.01 87.55 62.86
CBOW 96.97 50.21 86.82 87.52 62.17
Glove 97.05 51.86 86.77 87.63 63.04
MIMIC17 97.66 57.93 88.42 88.35 70.65
CTEc 97.82 59.02 89.23 89.22 72.31
CTE 98.19 61.17 89.89 90.36 75.22
Our Model with Different Components

COWE.Partl w/o Character 97.70 57.92 88.49 88.47 63.11
COWE.Partl w/o POS 98.11 60.88 89.29 90.01 64.68
COWE.Partl w/o Self-attention 97.69 57.97 88.51 88.20 62.89
COWE.Partl w/o Forward-attention 97.78 58.93 89.02 89.14 63.13
COWE.Part2 w/o CNN 97.74 58.52 88.96 88.49 62.96

these embeddings on a large corpus and the words in wordsim-
240 are very popular with high frequencies in the corpus. Even
for this case, we still get a comparatively high score 50.1 with
only a few sentences.

Comparing with the methods that are designed for solving
the new word embedding problem MIMIC17 and EV-20,
MIMIC17 achieves a higher score. EV-20 method uses sub-
word embedding information by new word internal two-gram.
For example, the word ’clue’ are divided into "<c’,’cl’,)1u’, ue’
and ’e>’. However, two-character words are the most common
in Chinese words. The EV-20 method does not benefit from the
above operation on Chinese. Therefore, we choose MIMIC17
as the main comparison method for subsequent experiments.

D. Evaluation on Downstream Tasks

a) Text Classification(TC): TC is often chosen as the nat-
ural language downstream task for verifying word embeddings.
We use the Fudan Chinese classification corpus’. We select
five categories with a large number of documents: environ-
ment, agriculture, finance, politics and sports. To mimic new
words, we randomly erase 10% words of the vocabulary in
this dataset. For the text classification task, we employ the
text BILSTM method and use accuracy as the measure.

b) Named Entity Recognition(NER): NER is a semantic
task that identifies the entities with specific meanings in text. In
this experiment, we use BILSTM-CRF [28] method to perform
experiments on two datasets: BosonNLP® and MSRA?. There
are 1350 new words among BosonNLP. These new words ac-
count for 11.61% in the total vocabulary. BosonNLP contains
seven entity types, which include time, place name, person
name, company name, organization name, product name and
etc. We randomly select 70% of data for training and 30% for
text. MSRA is provided by Microsoft Research Asia. There
are three types of named entities: person names, place names,

Sdownload.csdn.net/download
Sbosonnlp.com/dev/resource
7download.csdn.net/download/shuihupo

and organization names, and with 2084 new words. We process
the data into word-level forms and label them in BIO format.
We use Fl-score as an evaluation metric to compare different
methods.

c) Part-of-speech tagging(POS Tagging): This task
marks the part-of-speech of words in a sentence according
to their meanings and context. We adopt the 2014 People’s
Daily Corpus? as the experimental data, which contain 52,847
articles and 15,890 new words. We use the RNN classification
algorithm for this task. The performance is measured by
accuracy.

Results. We present the comparison results on these NLP
Downstream tasks in Table III, where the methods MIMIC17
and CTEc are specially designed for the new word embedding
problem. We can see that the lack of new word embedding
has an impact on the accuracy of the above tasks. In the text
classification experiment, our model obtains the best result
of 98.19. Compared with the best baseline model GloVe,
the accuracy improved by 1.14%, and compared with the
MIMICI17 model that is specifically designed for new word
embeddings, our score is also increased by 0.53%. As for
the NER task, our model performs the best on both datasets.
Since the major proportion of new words in BosonNLP is
much larger than that of the MSRA dataset, i.e. 1026 out of
1350 vs 386 out of 2084, the improvement on BosonNLP is
larger than on MSRA. For the part-of-speech tagging task, our
method also outperforms baseline methods, which achieves the
highest scores of 90.36 and 75.22. The accuracy of our method
is larger than MIMIC17 by nearly 5% improvement.

E. Model Validation

This section examines how much the components of our
model affect the performance by the tasks in Sec. IV-D. The
results are reported in the Table III, which show that every
component positively contributes to the performance. The self-
attention layer contributes the most, where the differences are

8download.csdn.net/download/10270189



TABLE IV

EMBEDDING BASED RANKING EXAMPLES ON DIFFERENT NUMBER AND TYPES OF TEXTS FOR WORD COMPARISON

Methods Shot# Top-5 similar words(cosine similarity)
1 25k (Economic news), Z5% M (Economic net), YF83 (Comment department),
FW (CATV net), BHEM (Stdaily net)
0-CTE 3 255 (Economic net), M (Jinghua net), "W (CATV net), NFEM (Cpta-
net), Btk (ITAR)
5 FI W (CATV net), 55 (Economic news), N KM (People’s Congress), 1.4
(Red net), WIZM (Forum Net)
| ANEHR (People’s daily), T 1M (Qianlong), HiEM (Xinhua net), AR
(Newspaper), T.NH1lk (Worker’s daily)
1-CTE 3 AN HR (People’s daily), 57 M (Economic net), 54| HIR (Legal Daily),
) M (Xinhua net), T W (Qianlong)
5 FEM (Xinhua net), 151/ (Legal net), Z5f M (Economic net), NFHR
(People’s daily), T M (Qianlong)
1 NI H# (People’s daily), T M (Qianlong), ¥i*EM (Xinhua net), 4R
(This Newspaper), T NHR (Worker’s daily)
CTE 3 M (Xinhua net), WIEW (Forum Net), 235 W (Economic net), N KK
(People’s Congress), NER;HHk (People’s daily)
5 FEM (Xinhua net), T5EM (Youth net), I~ W (Catv net), BHHM (Stdaily-
net), 255 W (Economic net)
GOLD M (Xinhua net), 1T~ (Catv net), M (Ecns net), 1E XM (Justice-

net), W (Economic net)

0.5%-3.25% on several tasks comparing with the best results
of our model. Without character component or the forward-
attention layer, the accuracy drops by 0.49%-3.2% and 0.41%-
2.24%, respectively. The introduce of CNN in the aggregation
model also brings an improvement of 0.35%-2.65%.

F. Evaluation on The Number and Types of Texts

This task evaluates whether the learned word embeddings
are compatible with pre-trained word embeddings. We use
different shots and types of conceptual texts to learn the
embedding of a word and compute the similarity between
the target word and pre-trained word. The golden result is
calculated using the pre-trained embedding of the target words.

We choose different types of text as the input of our
model for comparison, conceptual text and non-conceptual
text, denoted by CTE and n-CTE. Taking the Chinese word
ANM (People’s Daily Online) as an example, the conceptual
text is AR MZHR+ RMKZ— (AR BIRY HiX A
HEAELGKER EZ &K EL-F4S (People’s Daily Online
is built a large-scale online information interaction platform
based on news by one of the world’s top ten newspapers (the
People’s Daily)). A non-conceptual text refers to a text where
the target appears as a usage example, such as A K FRiE, 4L
TR RRIG A RT3 KT AR TAE & (People’s
Daily Online reported that on the Beijing Symposium site,
people fully explored the highlights of market supervision...).
As the comparison with the aggregation model, we select the
linear combination of multiple embeddings, denoted by 1-CTE.
We also quantify how the number of texts influence the quality
of word embeddings.

We list the top-5 similar words with People’s Daily Online in
Table IV. The results show that more texts result in better word
embeddings. Using the same conceptual texts for aggregation,
our method is better than 1-CTE. For example, on 3-shot
aggregation, the word Xinhua net is at the first position by
our aggregation method.

In addition to the word A (People’s Daily Online), we
also choose other Chinese words to illustrate the effectiveness
of our model. Due to the limitation of paper space, we
use the ranking indicators NDCGQ5 and NDCGQ10 to
evaluate the results, as listed in Table V. The results are the
average values of randomly sampling from candidate texts
for 10 times. As shown in Table V, comparing conceptual
texts and non-conceptual texts, the values of NDCG@5 and
NDCG@10 increase with the increasing number of sentences.
And the word embedding trained with conceptual texts is
more semantic than those trained with non-conceptual texts.
Overall, our method achieved the highest scores on different
metrics, which show that the aggregation model outperforms
other methods.

G. Analysis on Specialty Word Embeddings

We choose the specialty domain Biology and verify the
embedding results for 20 amino acids. Their conceptual texts
are chosen from the Chinese encyclopedia®. In this experiment,
5 conceptual texts are used for each specialty concept noun for
computing its embedding. In Fig. 2, we use the T-SNE [29]
method to visualize the embeddings of general words and new
words.

9baike.baidu.com



QUANTITATIVE EvaLuaTIiON ON NEW WORD EMBEDDING.

TABLE V

#A14 (Provision)

Wi (Suona)

Methods ~ Shot# N (People’s Daily Online)
NDCG@5(%) NDCG@10(%) NDCG@5(%) NDCG@10(%) NDCG@5(%) NDCG@ 10(%)
1 22.86 25.19 11.18 22.63 1491 20.52
n-CTE 3 27.69 38.77 21.32 28.36 32.58 30.97
5 43.66 50.65 48.22 49.49 43.94 49.65
7 45.32 59.78 51.98 52.68 46.01 52.79
1 24.31 30.26 19.23 25.43 20.31 28.17
I-CTE 3 26.71 55.74 45.89 50.86 34.55 42.34
5 50.22 63.31 56.24 60.49 51.62 56.47
7 55.19 67.16 58.62 61.87 52.66 58.21
1 2431 30.26 19.23 25.43 20.31 28.17
CTE 3 50.24 56.45 51.65 51.26 45.88 50.38
5 64.98 68.97 62.74 65.46 52.67 59.77
7 69.95 71.28 65.67 69.26 55.01 61.88
N « New words—CTE Jryptopfifny 2lanine o Hydrophobioity-CTE -'I:‘:““"a" «  Essential-CTE
PR e T m— o ratioi g S e
. Jsoleusine v Hydrophil io-H17 I 4 Mon-essential 17
T Lyspeiline - Braline anine Threonine ot e Birag ine
o shr| e T e - e .
e -'-_ . . . .'- Jfistidne - e AR a i ne i ET
F ] G‘.T: # Y _vﬂm.g'ng“rw:‘-ijs"" ‘ewf;,%. gy.rosme Suisgine M x v&:/ gﬁ::mo:im
Soe mf;a‘ﬁm 4 |na°_ewcmte_ el Jeparagine Jaline & K;}?;gm e -m ) o .wwe
: g .1552%&[};&3?.’& S e O e -
- r .?%J:ophan f’mlme | ‘M’;arhéfﬁ"“"‘;“ Slutanic acid L0l 8T Thrconine
H : Proline
[3 Dysteine ‘AG\utamme

(a) Semantic embedding distribution.

Fig. 2.

The relationship between the word embeddings learned by
our model and the pre-trained word embeddings are shown in
Fig. 2(a). We can observe that the 20 amino acids words cluster
closely than with other general words. Besides, there are many
semantically similar words around them. For example, both the
words Aniline and Acrylic acid are related to the composition
of Lysine. So they are very close to Lysine. These illustrate
that the similar attributes they have are learned by our model.

We then analyze whether our model captures the differences
of text. We select two specialty attributes in the description
texts, i.e. space structure and bio-function, and present the
results in Fig. 2(b) and Fig. 2(c), where MIMICI7 is as the
comparison method. Here are the texts about the two properties
of HEM (Glycine): H ABAEK T %, LT RN
EAHBRMFmtt g AR, LA RZGF KM (Glycine is
easily soluble in water. Its molecule has both acidic and basic
functional groups so it has strong hydrophilicity) and H £ B
A—RAFAR S BAREI, & TIFLMALR, TAER
& M & mk (Glycine is not necessarily ingested directly from
food. It is a non-essential amino acid and can be synthesized
in itself). The left side in each Fig. 2(b) and Fig. 2(c) uses

(b) Using the structural properties texts.

(c) Using the functional properties texts.

T-SNE visualization on 20 Amino Acids Embeddings.

the embeddings obtained by our model and the right side is
the result of MIMICI17. The results show that amino acids
with the same attribute appear closer than that by the baseline
method. For example, H %/ (Glycine), 2% (Serine) and
#% R (Lysine) in Fig. 2(b) are all hydrophilic. In contrast,
HZ M (Glycine) is farther away from L% & (Leucine)
with hydrophobic properties. In Fig. 2(c), the amino acids
presents two clusters because of the functional differences.
These results show that our model outperforms MIMICI7 on
learning the word semantics from the conceptual texts.

V. CONCLUSION

In this paper, we present a two-stage model to learn a new
word embedding by the conceptual text, where the first one
encodes the information of word components and the context
of description, and the second aggregates the semantics of
multiple embeddings. We perform experiments on six datasets
to verify the proposed method and the results outperform the
state of art methods on both direct semantics verification and
advanced NLP tasks. We also experimentally verify the effects
of different parts of model , the number and types of concep-
tual texts. Finally, we present some biology texts to illustrate



whether the embeddings have encoded the semantics of new
words in the specialty. In future, we will consider extensions in
pragmatics. We would try the effects of differential expressions
of conceptual texts and make the results more suitable for
professional fields.
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